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INTRODUCTION

The Conferences on System Modeling and Optimization are a series of symposia
which are organized on behalf of the Technical Committee No.7 of the Inter-
national Federation for Information Processing. They are held biennially

but only two, the first and the most recent, were held in the U.S. TIts organ-—
izers were in fact highly pleased to have their proposal for a venue in New
York City accepted by the Technical Committee over several others who competed

for it.

The main interest and technical attraction of these conferences probabliy lie
in their broad scope. They have included topics which are normally discussed
only at very specialized meetings and they have accordingly provided a forum
for the interchange of ideas between fields that otherwise are fairly disjoint

from each other. The fields range from system and control theory, operations

research and management science, computer science, policy modeling and mathc-

matical economics, to quantitative studies of immunology and disease control.

A special effort was madé in the preparation for this.conference to insure a
technical level which was representative of the on-going work in the U.S.
This effort was expended first of all towards attracting outstanding sc ien-
tists into the International Program Committee and the Conference Organizing
Committee. Moreover, a careful survey was made which led to the selection
of topics for invited papers for the conferencu, and an equally careful
search ensued for speakers on those topics. Finally, the contributed papers
were subjected to a two-stage reviewirg ~racess before they were cleared for
presentation at the conference, and t- vol additional stage before thev

were cleared for publication in the confereuce proceedings.

Equally novel was a procedure for the overnight production of a news bulletin
which announced necessary program changes on the morning of the day on which

they took effect.

The subsequent sections of this report elaborate on these remarks and supply

some of the required statistics.
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CONFERENCE ORGANIZATION

The host for the conference was the Polytechnic Institute of New York. The

two co-principal investigators of the grant were its co-chairmen. The over-

sight over the technical and non-technical events was exercised by two Committees.
The International Program Committee in particular was a body of highly respected
scientists whose function was advisory as well as decisive. The conference co-
chairmen were pleased to be able to persuade a particularly outstanding grcup

of persons to be members of this committee. They were:

J.Stoer, Fed. Rep. Germany, Chairman

A.V.Balakrishnan, USA P.D.Lax, USA
G.B.Dantzig, USA W.Leontief, USA
A.Freeman, USA J.L.Lions, France
M.Iri, Japan G.I.Marchuk, USSR
K.Malanowski, Poland M.J.D.Powell, UK
E.Rofman, France A.Ruberti, Italy

The Conference Organizing Committee was a second Committee charged with scme
of the responsibility for oversight of the conferemce. Its function was to trans-
late the broad directives of the International Program Committee into a viable
social and technical conference plan. 1In addition it carried out the prelimiunary
screéning of the contributed papers. Its members were drawn from most cf the
major universities and research laboratories of Greater New York. They repre-
sented, so the co~chairmen felt, a cross section of the substantial technical
competence available in the area. They were:

R.F.Drenick, F.Kozin, Co-Chairmen, Polytechnic Institute of New York

J.J.Bongiorno, Polytechnic Institute of New York

E.A.Cherniavsky, Brookhaven National Laboratory

E.G.Coffman, Jr., Bell Telephone Laboratories

J.Cullum, IBM, T.J.Watson Research Center

J.J.Golembeski, Bell Telephone Laboratories

P.Green, IBM, T.J.Watson Research Center

R.A.Haddad, Polytechnic Institute of New York

P.J.Kolesar, Columbia University

M.Overton, New York University

E.Pitnataro, Polytechnic Institute of New York

P.E.Sarachik, Polytechnic Institute of New York

J.Traub, Columbia University
An effort fully comparable to the selection of the Committee members was ex-
pended on the choice of the topics for the invited addresses, and of their
speakers. 1Its ontcome was extremely gratifying. The list of speakers and

toplcs was as follows:




Plenary Addresses

S.W.Director, Carnegie-Mellon Univ., Pittsburgh, PA, USA;
Computer~-Aided Design: The Role of Optimization in VLSIC Design

R.M.Karp, Univ. of California, Berkeley, CA, USA; The Inherent
Complexity of Combinatorial Optimization Problems

J.Killeen, Lawrence Livermore National Lab., Livermore, CA, USA;
Computational Problems in Magnetic Fusion Research

H.Kobayashi, T.J.Watson Research Center, Yorktown Heights, NY, USA;
Modeling and Analysis of Computer Performance: A Review of
Recent Progress .

T.C.Koopmans, Yale Univ., New Haven, CT, USA; Capital as an Input
to Production (an Illustration in Two Dimensions)

C.Paige, McGill Univ., Montreal PQ, Canada; Some Numerical Pitfalls
in Computing with Linear Systems

O.Pironneau, Univ. of Paris Sud, Paris, France; Optimum Design
of Elliptic Distributed Systems

E.S.Savas, Assist. Secretary for Policy Development and Research,
US Department of Housing and Urban Davelopment, Washington, DC,
USA; Urban Systems and Urban Policy

Invited Papers

L.N.Belykh and G.I.Marchuk, Acad. Sci., Novosibirsk, USSR;
Analysis of an Infectious Disease Model

F.Clarke, Univ. of British Columbia, Vancouver, Canada;
Non-Smooth Analysis and Opntimization

E.Gelenbe, Univ. of Paris Sud, Paris, France; Relations Between
Deterministic and Stochastic Models in Queues and Computer
System Models

Y.Sunahara, Kyoto Inst. Technology, ¥Xyoto, Japan; Recent Trends
in Optimal Control of Stochastic Distributed Parameter Systems

W.E.Walker, The Rand Corporation, Santa Monica, CA, USA;
Urban Policy Modeling: Past, Present, and Future

Banquet Address

K.Gerard, Deputy Mayor of New York City for Economic Planning and
Development; Urban Socio-Technological Problems of the Future

j The conference program provided for one plenary session in each of five half-day
meetings. This session was followed by four parallel sessions of contributed

! papers. The abstracts of most papers, invited as well as contributed, are in-
cluded in a booklet which is enclosed as Appendix B to this report. (Copies

of the booklet were distributed free of charge to all conference registrants.)
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The conference sponsor was of course the Technical Committee No.7 of the
International Federation for Information Processing. Co-sponsors were:

The American Federation of Information Processing Societies

The Control Systems Society, Institute of Electrical and

Electronics Engineers

The Operations Research Society of America

The Society of Industrial and Applied Machematics
These societies were present at the opening session of the conference and wel-
comed the participants. They also made available their mailing lists for all

conference announcements.

The conference itself took place at the New York Sheraton Hotel, Seventh Avenue
at 57th Street. No serious obstacles were encountered in the course of it. 1In
fact, a novel organizational feature was introduced. Necessary program changes
for any one day were taken to the Polytechnic Institute of the evening of the
preceding day, typed by the Word Processing Group there during the night and

distributed at the start of the sessions in the form of a news bulletin.

" REVIEWING PROCESS

A novel reviewing process was employed for the selection of papers to be
presented at the conference, and ultimately to be published, in the conference
proceedings. It consisted of three stages. In the first stage the 400 ab-
stracts of the papers submitted for presentation at the conference were rated
by members of the Conference Organizing Committee and by a few others in out-
lying areas of specialization. Those given marginal ratings were subsequently
reviewed by the members of the International Program Committee, with the result
that only 230 papers were cleared for presentation. Due to cancellations, 210

actually appeared on the program.

Of these, however, only 130 ultimately were approved for publication in the
conference proceedings. This approval was given on the basis of yet ancther
round of reviews which took place during the conference itself, on the basis

of technical content of the complete paper presented there.

This process was suggested by Professor J.Stoer of the International Program
Committee, and 1t worked out very well. It also produced an unexpected fringe

benefit. The in-conference reviews supplied a check of who did or did not give

his paper as scheduled and in person.




CONFERENCE STATISTICS

The conference was attended by 236 persons.

as‘Appendix A.
58%, came from abroad.
the participants.

came from universities.

A list of participants 1is attached

It may be noted that an unusually large proportion, namely over
In fact, thirty-one countries were represented among

Industry was represented by 93 of those attending, the rest

The 230 contributed papers on the technical program were scheduled for presenta-

tion in 32 sessions on the subjects of:

Control Theory
Game Theory
Identification and
Estimation
Infinite-Dimensional Systems
Stochastic Systems
System Theory
Control Applications
Power Systems
Bio-Medical Models
Simulation

CONFERENCE PROCEEDINGS

A volume of the proceedings, expected

is to be released at some time during

Programming Theory
Programming Algorithms
Programming Applications
Multi-Objective Optimization
Management Science
Combinatorial Programming
Computational Complexity
Computer System Modeling
Computer-Aided Design
Mathematical Economics
Socio-Economic Models

to have approximately one thousand pages,

the middle of 1983. It will comprise most

of the papers which were cleared for publication by the three-stage reviewing

process mentioned earlier. Springer Verlag is to be the publisher, and the volume
will be one in the series of Lecture Notes in the Control and Information Sciences.

One copy will be distributed free to the author(s) of every paper in the volume.

Others will be marketed by the publisher at a price estimated between $50 and $60.
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THE CONFERENCE IS SUPPORTED IN PART BY

The Office of Scientific Research, USAF
The National Science Foundation
The International Business Machines Corporation

AND CO-SPONSORED BY

The American Federation of Information Processing Societies

The Control Systems Society, Institute of Electrical and Electronics
Engineers

The Operations Research Society of America

The Society of Industrial and Applied Mathematics

INTERNATIONAL PROGRAM COMMITTEE
J. Stoer, Fed. Rep. Germany, Chairman

.V. Balakrishnan, USA P.D. Lax, USA

.B. Dantzig, USA w. Leontief, USA
Freeman, USA J.L. Lions, France
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Rofman, France A. Ruberti, Italy
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P.J. Kolesar, Columbia University

M. Overton, New York University

E. Pignataro, Polytechnic Institute of New York

P.E. Sarachik, Polytechnic Institute of New York
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INVITED SPEAKERS

Plenary Addresses

S.W. Director, Carnegie-Mellon Univ., Pittsburgh PA, USA
Computer-Aided Design: The Role of Optimization in VLSIC Design

R.M. Karp, Univ. of California, Berkeley CA, USA
The Inherent Computational Complexity of Combinatorial Optimization
Problems

J. Killeen, Lawrence Livermore National Lab., Livermore CA, USA
Computational Problems in Magnetic Fusion Research

H. Kobayashi, T.J. Watson Research Center, Yorktown Heights NY, USA
Modeling and Analysis of Computer Performance: A Review of Re-
cent Progress

T.C. Koopmans, Yale Univ., New Haven CT, USA
A Simple Model of a Capital Stock in Equilibrium with the Tech-
nology and the Preferences

C. Paige, McGill Univ., Montreal PQ, Canada
Some Numerical Pitfalls in Computing with Linear Systems

O. Pironneau, Univ. of Paris Sud, Paris, France
Optimum Design of Elliptic Distributed Systems

E.S. Savas, Assist. Secretary for Policy Development and Research, US
Department of Housing and Urban Development, Washington DC,
USA

Urban Systems and Urban Policy

Invited Papers

L.N. Belykh and G.I. Marchuk, Acad. Sci., Novosibirsk, USSR,
On the Treatment of Chronic Forms of a Disease According to the
Mathematical Model

F. Clarke, Univ. of Bristish Columbia, Vancouver, Canada
Non-Smooth Analysis and Optimization

E. Gelenbe, Univ. of Paris Sud, Paris, France
Relations between Deterministic and Stochastic Models in Queues and
Computer System Models

Y. Sunahara, Kyoto Inst. Technology, Kyoto, Japan
Recent Trends in Optimal Control of Stochastic Distributed Para-
meter Systems

W.E. Walker, The Rand Corporation, Santa Monica CA, USA
Urban Policy Modeling: Past, Present, and Future
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ON THE TREATMENT OF CHRONIC FORMS OF A
DISEASE ACCORDING TO THE MATHEMATICAL MODEL

L.N. BELYKH, G.I. MARCHUK
ACADEMY OF SCIENCE, NOVOSIBIRSK, USSR

Analysis of an infectious disease model is presented. A number of
biological hypotheses on regularities of the course of treatment and the
nature of their origin are formulated. In particular it is shown tha* i
chronic infections are due to weak stimulation of the immune system and
one of the methods of their treatment may be an aggravation of the
disease.
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NONSMOOTH ANALYSIS AND OPTIMIZATION
FRANK CLARKE, UNIVERSITY OF CALIFORNIA, BERKELEY
ABSTRACT

A brief and nontechnical survey of the subject of optimization and

its relation to nonsmooth analysis is presented.




T Y R U S TuEs

Relations between deterministic and stochastic models

in queues and computer system

models

Erol Gelenbe
Université Paris Sud
and
INRIA

B.P. 105
78150 Le Chesnay
France

The difficulties encountered in extending the available
analytical and numerical tools for the analysis of computer
systems, which are based essentially up to now on queueing
theoretical approaches, have given rise to a number of inves-
tigations concerning the models which are used. Such questions
have also been raised by practitioners who have felt that the
statistical and measurement oriented link between the theoretical
models and the actual measurements has been insufficiently
established.

Another motivation to reconsider the basic models used has been
the increasing success of Petri nets, or of the Karp-Miller
vector addition systems, in their use as qualitative but formal
representations of complex computer system behaviour. It thus
becomes of interest to examine the possibility of obtaining
performance oriented results from the same basic models without
necessarily making probabilistic assumptions.

In this lecture we shall consider time dependent behaviour of
vector addition systems. With relatively weak assumptions
concerning the deterministic stream of events in such systems
we shall prove a number of significant results concerning
their trajectories. These results are similar to those proved
usually in the context of probabilistic queueing models.




RECENT TRENDS OF OPTIMAL CONTROL FOR STOCHASTIC
DISTRIBUTED PARAMETER SYSTEMS

Yoshifume Sunahara¥
ABSTRACT

Stochastic partial differential equations arise in many contexts in
the chemical, nuclear, biological, economic and social sciences. Such
equations, even though simple as a type of heat equation with additive
noise, may exhibit a surprising array of control problems from existence
and uniqueness properties of solutions to the optimal control algorithm.
There are, therefore, many fascinating areas, some concerned with
highly mathematical aspects of stochastic eigenvalue problems and some
concerned with nonlinear behaviors due to the existence of stochastic
system parameters.

This survey has a couple of aims.

First, we exhibit various kinds of mathematical models for stochastic
distributed parameter system.

Second, theoretical studies of such mathematical models usually
consist of finding existence and uniqueness properties of solutions and
then conducting the filtering and/or control aspects to determine the
filter dynamics and/or the optimal control signal under the preassigned
cost functional. Many studies on systems where uncertainties are con-
sidered to be an additive noise have been published by Lions,
Bensoussan, Curtain, Balakrishnan and so on. We try to give a synop-
tic account.

Third, the principal aim here is to stimulate researches on control
problems of distributed parameter systems. To do this, a study with
the author's colleagues, Dr. Aihara and Mr. Kojima is outlined. Recog-
nizing that many distributed parameter systems exhibit various kinds of
uncertainties in their system parameters, we are concerned with a system
modeled by

du(t,x) _ _93%u(t,x) au(t,x) dw(t) _
T: a5z +b Y” gt - f(t,x) for (t,x) e]O,tf[X]O,ll

with the initial and boundary conditions 2,
u(0,x) = ug(x), for x €]0,1[, u(t,0) = u(t,1) =0, for t e ]O,tf[

where dw(t)/dt is a white Gaussian noise process in time t and where
a,b,c are constants. We shall develop regularity properties of the
solution to the systems dynamics 3;,. A way is also described of finding
the optimal control signal so as to minimize the quadratic cost functional.

The survey ends with results of digital simulation experiments and
with indicating the interesting mathematical questions which do not seem
to be fully resolved.

¥ Faculty of Polytechnic Sciences, Kyoto Institute of Technology,
Matsugasaki, Sakyo-ku, Kyoto 606, Japan.
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URBAN POLICY MODELING: PAST. PRESENT. AND FUTURE

Warren E. Walker
The Rand Corporation
1700 Main Street
Santa Monica, CA. 90406

ABSTRACT

The field of urban policy analysis, although relatively young,
has reached a plateau in its development. This plateau is
evidenced, by & leveling off in (1) the number of urban policy
analysts, (2) their influence on government policy, and (3)
methodological advances in the field. To many analysts these
are welcome developments indicating a healthy maturation of
the field. To others, they suggest serious problems that

call for a rethinking of basic principles and a refocusing

of energies.

In this paper I will

o summarize the salient features that characterized the devel-
opment of urban policy analysis and urban modeling during the

1960s and 1970s

o assess the current status of the field and describe some
important recent trends

o] speculate on what the future holds in store.




Computer-Aided Design:
The Role of Optimization in VLSIC Design

S.W. Director
U.A. and Helen Whitaker Engineering
of Electronics and Electrical Engineering
Carnegie-Mellon University
Pittsburgh, Pennsylvania

ABSTRACT

Very large scale integrated circuit technology (VLSI) has advanced to
the point where it is now possible to realize circuits which contains
over 600,000 transistors on a dingle silicon chip. Unfortunately this
technological capability may not be fully utilizable due to the inabil-
ity of designers to be able to deal with the resulting complexity of
the design task. 1In order to handle this complexity designers have
had to develop a suitable design methodology and have come to rely
increasingly more heavily on computer aided design tools. Some
computer aids, such as logic and circuit simulators and design rule
checkers, have gained widespread acceptance. Other computer aids.
especially those employing optimization methods. have been slow to

be incorporated into the design proeess. However. in spite of this
initial lack of enthusiasm it is clear that in order to realize the
full potential of VLSI technology suitable optimization techniques
must be developed and incoporated into the design process.

In order to encourage further work in this area. this talk discusses
gome of the tasks in VLSI circuit design in which it appears that
optimization methods may be profitably employed. 1In particular we
begin with a brief review of one hierarchical approach to VLSI circuit
design which seperates the design process into a number of levels

of abstraction. The highest level of abstraction describes the desired
algorithmic behavior of the circuit while the lowest level describes
the physical layout of the circuit in terms of mask geometries. We
then discuss the three basic steps used in each level of design:
synthesis, optimization and simulation. The mathematical formulations
of. and the computational complexity involved with, these activities
are also investigated. Finally, some of the algorithms which have
thus far been proposed and/or used for these activities are reviewed
and the difficulties encountered are explored.




The Inherent Computational Complexity of
Combinatorial Optimization Problems

Richard M. Karp
University of California, Berkeley
Department of Electrical Engineering
and Computer Science

ABSTRACT

% Recent developments in complexity theory have clarified the
boundary between efficiently solvable computational problems

and intractable ones. We will discuss the significance of

j these results for the design of optimization algorithms.

Cog
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COMPUTATIONAL PROBLEMS IN MAGNETIC FUSION RESEARCH

john Killeen
National Magnetic Fusion Energy Computer Center
Lawrence Livermore National Laboratory
P.O. Box 5508
Livermore, California 94550

ABSTRACT

Numerical calculations have had an important role in fusion research
since its beginning, but the application of computers to plasma physics
has advanced rapidly in the last few years. One reason for this is the
increasing sophistication of the mathematical models of plasma behavior,
and another is the increased speed and memory of the computers which
made it reasonable to consider numerical simulation of fusion devices.
The behavior of a plasma is simulated by a variety of numerical models.
Some models used for short times give detailed knowledge of the plasma
on a microscopic scale, while other models used for much longer times
compute macroscopic properties of the plasma dynamics.

Fast time scale MHD codes are typically used to investigate the time
dependent behavior of instabilities. The main question to be answered is
whether or not a particular MHD mode will be unstable, and if so, how
fast will it grow and what is its structure. Although linear MHD sta-
bility calculations have made a significant contribution to our under-
standing of plasma phenomena, nonlinear MHD problems, including the
effects of resistivity, rely totally on computers. In order to analyze
nonlinear resistive instabilities, the time dependent MHD equations of
motion must be solved. The most advanced resistive MHD stability codes
are nonlinear and three dimensional. This degree of generality is neces-
sary in order to study the coupling of modes.

In order to simulate the transport of a plasma across a magnetic field
over most of its lifetime -- trom tens to hundreds of milliseconds -- a
set of partial differential equations of the diffusion type must be solved.
Typical dependent variables are the number densities and temperatures
of each particle species, current densities, and magnetic fields. The
transport coefficients such as thermal conductivity, electrical resistivity,
and diffusion coefficients are obtained from the best available theories,
but the codes also have the capability of easily changing the form of the
coefficients in order to develop phenomenological models. In these codes
implicit difference methods are used for the solution of the coupled
diffusion equations.

In the simulation of plasma where the particles are not Maxwellian and
where a knowledge cof the distribution functions is important, Fokker-
Planck equations must be solved. The problem is to solve a nonlinear
partial differential equation for the distribution function of each charged
species in the plasma, as functions of seven independent variables (three
spatial coordinates, three velocity coordinates, and time). Such an
equation, even for a single species, exceeds the capability of any pre-
sent computer so several simplifying assumptions are therefore required
to treat the problem.

-14-
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Particle codes are fundamental in that they compute in detail the motion
of particles under the influence of their self-consistent electric and
magnetic fields, as well as fluctuation and wave spectra, and orbits of
individual particles. They are ideal for providing detailed information on
the growth and saturation of strong instabilities and the effects of
turbulence. Particle codes are usually classified as either "electrostatic"
or "electromagnetic." In the first type only the self-consistent electric
field is computed via Poisson's equation and the magnetic field is either
absent or constant in time. In the last few years there has been a
considerable development in electromagnetic codes. They are either
relativistic and fully electromagnetic, i.e., the particle equations of
motion are relativistic and the electric and magnetic fields are obtained
from the full Maxwell equations (wave equations) or they are in the
nonradiative limit where the equations are nonrelativistic and displace-
ment currents are neglected.
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MODELING AND ANALYSIS OF COMPUTER PERFORMANCE:
A REVIEW OF RECENT PROGRESS

Hisashi Kobayashi
IBM T. J. Watson Research Center
Yorktown Heights, New York 10598

ABSTRACT

During recent years a vast body of knowledge central to modeling and
analysis of computer performance has accumulated. In this presenta-
tion we review the state~of-the-art of analytic modeling techniques.
A computer system can be modeled #s a multiple-resource system.

and we can apply queueing network theory to the analysis of various
performance issues, Efficient computational algorithms that have
recently been develcped are contributing to widespread use the
success of the queueing network models.

We shall also discuss the future direction of performance modeling
efforts: rapidly evolving microelectronics technology, i.e..
VLSI will radically impact the nature of technical issues that

should be addressed in design and analysis of future computer
systems,




A SIMPLE MODEL OF A CAPITAL STOCK IN EQUILIBRIUM

WITH THE TECHNOLOGY AND THE PREFERENCES

Tjalling C. Koopmans, Yale University
Abstract
This lecture draws on the concepts of the following four develop-
ments in economic theory and systems analysis:
(1) Theory of optimal economic growth (Ramsey, 1928)

(2) The linear model of a technology constant
over time (von Neumann, 1937)

(3) The theory and computation of a competitive equilibrium
(Walras, 1874; Arrow-Debreu, 1954; Scarf (with Hanser),1973,
et al.)

(4) Catastrophe Theorv (Thom, 1972; Zeeman, 1977)

Also, there is overlap with the

(5) Complementarity Problem (Lemke, 1965; Cottle-Dantzig,
1974, et al.)

discussed in the field of mathematical programming,

The model has two consumption goods (amounts consumed in year t
being denoted y; and yg ) and only one capital good (amount zt , for
use in year t ), and admits only one production process for each con-
sumption good, and one for the capital good. The question addressed is

to define and compute a self-preserving initial capital stock z1 .

This is an initial capital stock z1 = z such that, if one from thereon

maximizes the intertemporal utility function,

(o]
L@yt v L 0<a<,
pol 1* Y2
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the path over time of the optimal capital stock Qt will repeat the

initial value,

indefinitely. It is found that, depending on the form of the utility q

function u(yl, y?) , an increase in the discount factor o (equivalent

1l -«
a

to a decrease in the annual discount rate p = ) , may bring about

either an increase (the "intuitive" case) in the self-preserving capital
stock z , or a decrease (the "counter-intuitive' case). Catastrophe
theory enters in situations where a small variation in the initial

capital stock away from a seli-preserving level may lead to an entirely

different optimal capital path.

REFERENCES

T. C. Koopmans, "Examples of Production Relations Based on Microdata,"
Chapter 5, pp. 144-171 of G. C. Harcourt, ed., The Microeconomic
Foundations of Macroeconomics, Macmillan Press, for the Inter-
national Economic Association, 1977.

T. Hansen and T. C. Koopmans, "On the Definition and Computation of a
Capital Stock Invariant under Optimization," Journal of
Economic Theory, 1972, pp. 487-523.
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SOME NUMERICAL PITFALLS IN COMPUTING WITH LINEAR SYSTEMS

Chris Paige, Computer Science, McGill University. Montreal

ABSTRACT

Mathematically equivalent but computationally different

ways of computing & result can lead to totally different
answers. Some simple problems in linear systems will be
used to illustrate this difficulty. The reasons for the
failure of some well know algorithms will be given, along

with insights into the design of good numerical algorithms
in this and related areas.

-19-
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OPTIMUM DESIGN OF ELLIPTIC DISTRIBUTED SYSTEMS

O. Pironneau
University of Paris Sud
Paris, France

ABSTRACT

Let ?I(Q) be the solution of a Partial Differential Equation in a domain Q
of R°'. Let E be a functional of ¢ and ¢(Q). The optimization of E with
respect to Q is called an optimum design problem because it finds the
best shapes of Q with respect to E.

Such problems are the extension of distributed systems of the optimum
time problems for systems governed by ordinary differential equations.
They arise mostly in engineering and in aeronautics, for example, they
are critical.

The basic techniques of the calculus of variation apply to these problems
also and one usually ends up with a gradient-type algorithm for the
solution of the discrete problems.

Keeping in mind the fact that the audience is not supposed to be familiar
with the techniques of PDE's and restricting ourselves to elliptic PDE's,
we shall present the principal methods used to solve these problems with
the following plan:

1. Statement of the problem and classification.
2. Optimality conditions for the continuous problem.
3. Derivatives of the cost functional for the problem dis-

cretized by the Finite Element Method.

4. Some industrial applications and results.




URBAN SYSTEMS AND URBAN POLICY

E.J. SAVAS
Department of Housing and Urban Development
Washington, DC

This lecture is devoted to a general discussion cf the meaning of

urban policies and urban systems, with special emphasis on their inter-

relationships.
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J.FE. Allos and W.A. Mahmod

Department of Klectrical Enpineer iny
College of Engincering

University of Baghdad

Baghdad, Iragq

THE NCRMALIZED VELOCITY CRITERION AS A PERFORMANCF
INDEX FROM THE PHASE PORTRAIT FOR SYSTEM OPTIMIZAYION

The phase portrait is very useful in studying the transient response
of systems described by firs' and second order differential equations,
particularly in the presence of non-linearities,

It is the intentica here to propose a performance criterion, vis. the
Normalized Velocity Criteriorn (NVC), which is directly obtainable from the
phase portrait of a system. This will enable the system designer to compare
and evaluate systems directly from their phase portraits. The NVC is
related to the Integral Square Error Criterion (ISE).

The NVC is shown t» be a function of S, the total area enclosed by the
phase plane trajectory of the system, and K, a weighting factor inversely
propcrtional to the maximum system velocity, Yo For this criterion to be
effective, the function should be simple. and exhibit similar
characteristics to other stanlard performance criteria, i.e. the TuE.

In formulating the NVC, and compring it the ISE criterion, the
response of a linear second rder system to a step function is considered,
which can be solved analytically. The sy-tem is simulated cn an Analogue
Computer, and from thecritical censiderations, and analogue conmputer
results, the NVC is defined as N= SK2 . It is then shown that this
definition of the NVC exhibits the desired characteristics. This was further
demonstrated for the non=-linear Van der l'ol equation.

It is concluded that the NVC has the advantage that it can he evaluated
easily from the phase portrair of the sys«tem, proving very useful in
optimizing its performance directly from 4ts phase plane trajectceries,

and in particular for the case of the non-linear system.
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B. Asselmeyer

Coordinated Science Laboratory
University of Illinois

1101 W. Springfield Ave.
Urbana, Illinois 61801

A RITZ-TYPE APPROACH TO THE CALCULATION OF
OPTIMAL CONTROL FOR NONLINEAR, DYNAMIC SYSTEMS

The calculation of optimal control functions for nonlinear systems
described by ordinary differential equations can be made much simpler, if
a Ritz-type approximation for the control functions is used. From the
well-known gradient techniques for problems with differential equations
as constraints, an iteration formula for the parameters in the approxima-
tion is derived.

Very general problems, described by nonlinear differential equations
and having general terminal constraints, fixed or free final time and
constraints in the control functions, can be treated very efficiently,
even if only small computers, like desk-top calculators or personal
computers are used.

The application of this optimization method to a model of a chemical
plant (a stirred~tank-reactor) is presented and the results are discussed
with respect to the numerical properties of the parameterization approach.
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I, A, Awad and M, M, El=Geneidy
Faculty of Engineering

Al exandria University
Alexandria, FGYPT

OPTIMAT, AND SUROPTIMAY. SINGULAR CONTROL OF A CLASS
OF LINEAR DTSCRETE~TIME SYSTEMS

Singular control in cortimicus~time systems was defined in 1959, Tt
was not understood until 1963, Additional work on this problem was
performed until 1971, Sinsular control of discrete~time systems was not
studied ir the literature until 1971, Several papers were published in
thie subject, one of them wre bv the anthors 1 in 1976, Two
approaches were developed in these papers, The first approach was by the
application of the local theory of constrained optimization, (nonlinear
programming and dynamic prosramming). The second approach, which was
used by the amthors in their previous paper 1 s was the application
of the)global theory of constrained optimization, (the Fenchel duality
theory).

In the present paper the second approach is adopted and the problem
of singular optimal control of discrete-~time systems with fixed en#
points and free final time, is investigated, The system is assumed to be
time varying, Expression for the optimal control function is ottained by
changing the problem 10 a minimum norm problem with linear constraints,
It is shown that there always exists a finite final time such that an
optimal control that satisfies the control constraints exists, In order
to simplify and reducs commtations, a significant suboptimal control
is described, It is sihiown that the subcoptimal control approaches the
system to the final desired state each time of its application,
moreover, it is guaranteed to reach the final desired state in a finite
number of steps, Computer programs are prepared and executed or. the
computer PDP11/7O to show the applicability of the algorithme developed,
Two numerical examples are investigated.

REFERENCES
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THE COMPLETE HAMILTONIA!N CUHARACTERIZATION OF PROPERTY (Q):
APPLICATION TO AN EXISTENCE PROBLEM IN OPTIMAL CONTROL

In (1) I defined the "modified Lagrangian", a quite useful
modification of the classical Lagrangian in optimal control
and the calculus of variations. Using it, the usual lower
closure and existence problems with weakly convergent fi-
nite dimensional "derivatives" can be approached by a de-
parametrization procedure so as to reduce them to a single
classical lower semicontinuity result(2,5) for the integral
functicnal whose integrand is the modified Lagrangian.

I shall define a "modified Hamiltonian", which corresponds
canonically to the modified Lagrangian. I will show that a
certain upper semicontinuity property of this Hamiltonian
completely charactzrizes Cesari's property (Q). This ex-
tends (4). Next, I shall apply this characterization to
develop a deparam=rrization procedure for a lower closure
problem with infinite dimensional derivatives; cf. (3),
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ON SENSITIVITY IN AN STATE AND CONTROL CONSTRAINED 1
OPTIMAL CONTROL PROBLEM

Consider the problem: for each ¢ belonging to a neigh-
bourhood of zero in Rl find functions Qg.ﬁ‘ which minimi-

ze the functional
1
Jt(x,u) = ‘% fE(x(t),u(t),t)dt
subject to

x(t) = A(t)x(t) + B(t)u(t)
for almost all ‘

KS(u(t),t) € O te(0.1),
K3(x(t),t) {0 for all telo0,1],
x(+)e AC(R™),x(0) = x%, u(-)e L (R™),
K; « R" x[0,0 »RP , k% : R" x [0,1] = RY,

Let x_,U_ correspond to ¢= O.It 1s proved that

b%, = Sgle + #G, - Bgh, = 0le)
under conditions of the following four types:lo Continui-
ty and smoothness of the data;2° Convexity of the const-
raints and strict convexity of the functional;3° Slater-
like condition;a° tHager®s regularity condition for the
binding constraints for §o and Go.The convergence proper-

ties of the dual variables are discussed as well.
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CORREZLATICN BETHAZ:<N CUNVENTIONAL CCNTROL PERPCRMANCE
INDICES AND MCDERN COUNTRULL - UADRATIC PERFORMANCE INDEX

In 21assical Coatrcl theory, attention was focused
cn the System's stability, transient verformance, s:iny -«
ries time, settliing Lime and wraximium overshoot, and steady
state accuracy.

Recently, demands for control systems of increasingly
high performance have led to increasingly stringent
requirements on spe~:fications of transient and steady
state respcnses. sinthesis ¢f control systems which meet
stringent requiremen-s cn specifications by classical
control theory is, in fact, an exceedingly dAifficult job.
Synthesis methods based on modern control theory offer
distinct adivantages cver classical methnds, The paper
compares and correla“.es bhetween them.

Introducing a bandvidth criterion, together with
certain specifications {or step and ramp inputs defines a
number of elements o! the J-matrix in the quadratic
performance index, These criteria introduced, when
applied to thiri order systems determines completely the
optimal control functior,

The thenry can te ex.endei to hicher order systems
. and it would be necessary to impose more steady state

requirements, such as error for parabolic inputs, maximum
modulus for harmen.: inruts, .. ete, in order toc relate
some of other j-matrix elements and depending on the
number of rejuirements ani the orier of the system it may
te necessary to assutre values “or the remaining elements
of the J-matrix to sclve the Riccati eguation,
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A DISCRETE MAXIMUM PRINCIPLE CONCERNING THE
OPTIMAL COST OF DETERMINISTIC CONTROL PROBLEMS,
A STOCHASTIC INTERPRETATION.

The scope of this paper is to present a new numerical device
able to compute the optimal cost function V{(x) related to a large
class of deterministic optimal control problems.

We consider simultaneously stopping time, continuous and im-
pulse controls in each strategy. So V(x) = inf J{(x; z, u(.), =z(.)).
z R

I LI
ctiv L 4 ey

We know, after (1), (2) that in regular problems, V(x) is the
maximum element of a suitable set W of ''subsolutions' w(x) of
the associated Hamilton-Jacobi equation. As a consequence the com-
putation of V(x) is reduced to solve the problem: P) Find the
maximum element of the set W,

We shall use approximate problems Pp. The state variables(h)
domaine is discretized by linear finite elements (having vertex xj' ‘).
The set W is substituted by approximate sets wh obtained thanks to
a special discretization method implying that the approximate problem:
Py,) Find the maximum element wh  of the set W is solved taking
advantage of the special structure of the matrix of the coefficients of
the independent variables wh(xi )) In fact, we show:

a) a maximal element Qh (related to a partial order) is caracterized
by the accomplishment of the transversality conditions concerning V{(x);
b) G’h can be obtained using a method of relaxation type i.e. an ite-
rative and successive maximization with respect to the independent
variables wh(x-1 h ). The computational algorithm is very simple and
after ordering the variables in a suitable manner it makes possible to
perform non trivial problems in computers of small central memories;
c) there exists an unique maximsl element ® in the approximate
set W ; SO, W is equal to Gh just obtained;

d) the approximate solution w converges uniformly to the optimal
cost function V(x) when W h|i tends to zero;

e) the equations (or inequations) that determine wh may be inter-
preted as the optimality conditions for the optimal control problem of
a stochastic system with a finite number of states. These processes
converge to the deterministic trajectories of the original problem
when u hll tends to zero.

Finally we present some numerical examples.

(1) R. GONZALEZ - E. ROFMAN: "An algorithm to obtain the maximum
solution of the H. J. equation'. IFIP-TC7 Conferences, Wurzburg 1977,

(2) R. GONZALEZ: "Sur la résolution de 1'équation de H. J. du contrdle
déterministe''. Cahiers de math, Paris IX Dauphine - N' 8029/8029bis -
1980,
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On the Computational Complexity of

Clustering and Related Problems

The problem of clustering a set of n points into k groups
under various objective functions is studied. It is shown that under
some objective functions clustering problems are NP-hard even when
the points to be clustered lie in the 2-dimensional euclidean space.

We also show that for these problems the corresponding approximation
problem is also NP-hard.

Specifically, we study the k-2MM and the k-2MI clustering
problems. 1In the k-2MM problem we are given a set of points which
lie in the 2-dimensional euclidean space and we wish to partition
them into k groups (clusters) in such a way that the maximum distance
between any pair of points belonging to the same cluster is minimized.
The objective function to be minimized in the k-2MI problem is the
maximum (amongst all clusters) of the sum of the distance between all
pair of points belonging to the same cluster.
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Ol HIGH CRDER NECsSSARY OFTINALITY COWLITIONS

All known necessary optimality conditions in optimiza-
tion problems with inequality and equality constraints can
be divided in two classes. The first class is characterized
by the fact that some normality assumptions concerning con-
straints are rade a priori whereas no such assumptions are
made for results of the second class. The first order neces-
sary optimality corditions have been well developed in both
the cases. As for the second and high order necessary opti-
mality conditions until recently only results of the first
class were known and only during the last seven-eight years
the results of the second class were obtained.

High order necessary optimality conditions presented
in this report belong to the second class. At first we con-
sider the abstract optimization problem and then we apply
obtained abstract results to control problems. In the latter
case we study both cliassical singular extremals and singular
Pontryegin extremals., Necessary optimality conditions obtain-
ed for classical singuler extremals generalize the knrcn
Kelley's cptimality conditions (geueralized Legerdre-Clebsh
conditions).

In conclusion we discuss the connection of constrained
optimizetion problcms with minimax problems as well as with
optimization problems with vector-valued performance index.
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THE APPLICATION OF VECTOR MINIMISATION TECHNIQUES IN THE
ANALYSIS OF MULTILOOP NONLINEAR FEEDBACK SYSTEMS

The analysis of harmonic balance conditions in autonomous
nonlinear multiloop feedback systems of the form shown in the
figure has been considered by several authors (1), (2), using
simple signal harmonic approximants. The extension to higher
order solutions which include the effects of circulating
superharmonic components is complicated by the increase in
the dimensionality of the resulting balance equation.
Recently, solutions have been derived (3) which include super-
harmonic signal components by using a method of successive
approximations involving vector minimisation techniques.

In this paper the underlying numerical procedures are
described and it is shown how these procedures can be refined
to obtain solutions of even higher dimensionality. A new
graphical interpretaticn is presented which yields information
concerning loop interaction effects at or near possible
harmonic balance conditionsgand,allows error bounds to be
defined which relate to the ddtg intervals chosen in the
search for a solution point. An example of use is given.

REFERENCES

1. Mees, A.I. (1973). Describing functions circle criteria
and multiloop feedback system. Proc. IEEE 120 (1)126-130.

2. Gray, J.0. & Taylor, P.M. (1979)
Computer Aided Design of Multivariable Nonlinear Control
Systems, Automatica Vol.15, p p.281-297.

3. Gray, J.0. & Nakhla, N.,B. (1981). "A numerical method for
the Analysis of Harmonic Balance Conditions in Multiloop
Nonlinear Systems. Proc. IEE. Int.Conf. Control and
Applications, Warwick U.K., pp.301-306.
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A SINGULAR STEADY STATE LINEAR REGULATOR AND ITS DUAL

We consider the problem of infimizing the cost functional,

[

J(u) =1 [y' (t)y(t) + u'(t) Rult)] dt (1)
subject to the constraints
x = hx + Bu, y = Cx, x{0) = g, (2)

when al! unstable modes of A are either controllable or unobservable
under some linear feedback., R is assumed to be only positive semi~
definite, and controls u admitted to the competition are piecewise
continuous vector valued functions satisfying,

lim  y(t) =0, )O'u'(t) Ru(t) dt < = (3)

t > o

We find that

inf J(u) = &£'Pg,

u
where P is one of the symretric positive semidefinite solutions of the
linear matrix inequality. |If we further constrain u to satisfy

lim u(t) = 0, then P is also the maximal symmetric solution of a pair
t > =
of Popov equations. In either case, P may be found as the limit of a
sequence of unique positive definite symmetric solutions of algebraic
Riccati equations defined in the state space reduced by the unobservable
modes.

The dual of the singular,linear, steady state regulator problem is
shown to be a singular Wiener filter problem when there are no unstable
system modes that are both controllable and unobservable.

The dual) of the singular finite time regulator has been treated
elsewhere [1].
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SEMI DUAL APPROXIMATIONS IN OPTIMAL CONTROL

In a series of papers listed in the bibliography of 11,
we analyzed the Ritz-Trefrtz method for approximating the solution
of convex control problems. In thig method, dual multipliers are
introduced for the differential equation and for each of the control
and the state constraints, and the optimal dual multipliers are
approximated using finite element subspaces. We now study a
"semi dual" method where the differential equation is handled with
a Lagrange multiplier while the state and the control constraints
are treated explicitly.

In particular, we consider control problems of the form
(p) minimize {C(x,u):%x = Ax+Bu, x(0) = xo,xeX,ueU}
and the associated dual function
(DF) L(p) = inf{C(x,u) <p,k-Ax-Bu>:x(0) = x_,xeX,ucU}
where <...> denotes the L2 inner product. The dual problem
(D) sup{L(p):peBV = bounded variation}
is approximated by

(Dh) sup[L(sh Sh}

* %
where ShC BV is a finite element subspace. If (x ,u)
solves (P), ph solves (Dh) and (xh,uh) achieves the minimum

h * h * h
in (DF) for pap , we estimate the error (x -x ) and (u -u ).
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ON A GENERAL METHOD FOR

SOLVING TIME-OFTIMAL LINEAR CONTROL PROBLEMS
The lecture will be concerned with the following abstract version of a
time-minimal linear control problem:
Let {St : te[o,T2}, for some T>0, be a family of continuous linear
mappings from the dual space X = z* of a separable Banach space Z into a
Banach space Y with So = o0, Further let UM ve the ball in X centered at
x=0 with radius M>o. Finally, let FeY be a given element with ¥ # o such
that there exists some te(o,T] and some ueU,, with St(u) = §, Find u*eUM

M
such that St*(u*) = § where

+* = inf{telo,T]] St(u) = § for some ueUM).

For the solution of this problem a class of algorithms is given which are
based on the duality principle which, under suitable assumptions, states
that

t* = max{te(o,T]ly*(?) = MIS:(y*)I for
some y*cY* with Iy*l =1},
'd being the dual space of Y and S: being the adjoint operator of

St’ telo,T].

For this class of algorithms which conteins some known algorithms in
special cases convergence statements are made and applications to control
problems governed by ordinary and partial differential equations are given

along with numerical results.
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DISCRETE MIN-SUM-OPTIMIZATION USING A NEWTON-MLTHOD AND
APPLICATION TO OPTIMAL CONTROL

Abstract

Given is the following problem;

m
min g o0l
x€ IR Jj=1
where functions ij . IR" - IR, j=1, ..., m, are assumed to

be sufficiently smooth. This problem includes the nonlinear
discrete 11~approximation as well as nonsmooth optimization
and some optimal control problems,

In the first part of the paper a survey is given of the
existing classes of algorithms for solving (P).

In the second part a Newton method fér solving (P) locally
is presented. To extend the region of convergence, we can
choose some of the methods mentioned above as an '"outer
algorithm'", We prefer a generalization of the gradient
projection technique of BARTELS / CONN/ SINCLAIR., Some
criteria control the switch from the outer algorithm to
the inner one (the Newton method) and possibly back again,
A convergence theorem of this two-stage algorithm (which
shows the convergence to a stationary point) is given,
Finally the efficiency and robustness of this method are
illustrated by means of several examples,

The two-stage algorithm proposed here has an obvious
superiority to usual one-stage methods,

-52.




TR

H.Kano and T.Nishimura

International Institute for Advanced Study
of Social Information Science

Fujitsu Ltd.

140 Miyamoto, Numazu-shi

Shizuoka-ken, 410-03 Japan

Pericdic Sclutions oi Discrete Matrix Riccati Equations
with Constant Coefficient Matrices

Matrix Riccati equations arise in the theory of optimal control as
well as optimal estimation problems.

In this paper, we consider the following matrix Riccati equation

P (k+1)=6{P (k) =P (k)H' [HP (k)H +1] “HP (k) }o +GGT

where $,G,and H ar2 constant matrices.

Since Riccati equation is a non-linear equation, the existence of
periodic solution can be expected even in the case of constant
coefficient matrices. The analysis of such oscillatory solutions is vital
from the stability viewpoint of optimal control and estimation problems.

An existence condition is established of real symmetric periodic
solutions as well +: of real symmetric nonnegative-definite periodic
solutions. Furthewmore, an algorithm is developed to derive such periodic
solutions.

The method employed here is based on the Jordan-form representation
of certain symplectic matrix, which has been used extensively to
analyze steady-state solutions,i.e. solutions of algebraic Riccati
equations.

The results developed in this paper are applied to an example
which possesses a nonnegative-definite periodic solution. Convergence
properties of solutions are also studied in this example.
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NEW SCHEME OF DISCRETE IMPLICIT OBSERVER

We present a new scheme for the discrete reduced order adaptive
observer without any auxiliary signals.

Consider th2 single input, single output linear time-invarient system
described by

x(k+1) = Ax{k) + bu(k)
y(k) = ctx(x) x(0) = x° (1)

Assume that (1) is observable canonical form and A, b and x° are unknown.
The state vector x can be estimated by Luenberger's reduced order observer
[1]. The system (1) can be written by
. t t_k-1

y(k+1l) = ¥y(k) + n r{(k) + ¢ F x° (2)
Where p is5 the set of paramaeters piE;>€ E2n which are one to one correspcnd
to the actual unknown parameters and the elements of r(k) consist of
input, output and the states of two (n-1)st state variable filters.
The estimated cutput can be described by

T+l = Ty(k) + Bk Trix) + TFETIGO

(3)

We derive adaptation law for adjusting ﬁ(k) based on the exponentially
weighted least square method by introducing the following criterion
function and also the estimated states can be obtained from the algebraic
transformation of the vectcr r(k).

300 = 2= aN B0 () - yike1))?

Bk+1) TH(X) + Lik+1) (ylk+1) = Do) Fr(k+1)) (4)
where Lik+1l) = TU(k)/Ar(k+l)(l/a + r(k+1)t)"(k)/)\1’(k+l))—1

T(k+l) = (I - Lik+1)r(k+1)OITR/A

The fast convergence reduced order adaptive observer is based on the
above equations.

The computer simulation results show that the convergence speed and
the peak states error are increased in accordance to the weighting
factor A.

Reference:

(1 ] S. Nuyan and R. L. Carroll, "Minimal order arbitrary fast adaptive
observers and identifiers,” IEEE Trans. Automat. Contr., vol. AC-24,
pp. 289-297, apr. 1979.

-54-




A. V. Levitin

Department of Mathematics
University of Kentucky
Lexington, KY 40506

REACHABLE SETS AND GENERALIZED BANG-BANG PRINCIPLE

FOR LINEAR CONTROL SYSTEMS

We consider a general control system defined by a set U
of admissible controls

U= fu(.) ¢ Lp(Tl)- wl{tY - D(tY for a.e. t € Tl1 i

an affine cperator
Ar u(.) € U+x( ,U) e C(T,,E™", (2)

a set of restrictions on states of the system at a finite num-
ber of fixed points LRI

x(tj) £ Bj’ where Bj are fixed convex sets in En, (3)
a set of constraints on system trajectories in the form of
x(.) € R, where R is a fixed convex set in C(Tz,En). (4)

In the absence of the constraints (4), the fact of the
fundamental importance, proved in this general situation by
Zvi Artstein, says that the attainable set Q_(U) at any fixed
point t will not change if U replaced by its convex hull coU:

Qt(U) = Qt(coU) (5)

For any fixed subset T c TZ’ we define the reachable set

;T of the syctom (1) - ¢

Qp(U) = {a(.) ¢ CT,EM: a(.) = x(opowl o u e U, X(tj,U) €

Bj’ x(.,u)eR} (6)
Note, in particular, that a reachable set coincides with a

traditional attainable set if T is a single-point and with

the set of all admissible trajectories if T = Tz. The main
result about reachable sets (6) asserts that Q (U) and QT(coU)
have the same closures provided thege exists ag inneyr trajec-
tory of the system, i.e. a trajectory belonging to R .
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REDUCING TRAJECTORY SENSITIVITY TO
MULTI-DELAYS IN CONTROL SYSTEM

Optimal control system with low sensitivity to small time delays
is investigated here. Two different delays are expected to occur, one
in the plant and the other in the feedback path. The Minimum Principle
is applied in obtaining plant and output feedback gains to minimize an
augmented quadratic performance measure which includes sensitivity
functions.

in

A system is given with time delay h 9

the output feedback path.

1 in the plant and delay h

x(t) = Ax(t) + Bx(t - hl) + CDEx(t - h2)
Let h =0 and hp = 0, then

x(t) = Ax(t)

where A = A + B + CDE. The sensitivity functions are
s = dx )
1 dh1 hl =0
S =_£!_x__i
2 dh2 h2 =0
Then
S = 48 - BAx
8y = A Sy = CDEAx

The performance measure is given by

=L [y ' [}
J=% 4§, ( x'Qx + SIUs2 + s2Vs2 ) dt
Where 6 = Q + E'D'RDE, and R,U and V are matrices of appropriate
dimensions.
References

1. Stavroulakis, P., and P. Sarachik, '"Low Sensitivity Feedback Gains
for Deterministic and Stochastic Control Systems", Int.J.Cont.,
Vol. 19, NO. 1, 1974,

2. Sawan, M.E., and J.B. Cruz, "Optimal Control Systems With Low-Sensit-
ivity To Small Time Delays'.
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A NOVEL APPROACH FOR MINIMUM-TIME CONTROL OF

SATURATED DISCRETE-TIME SYSTEM

This paper presents a systematic procedure examining
the characteristics of reachable sets and sub-reachable sets
for an nth order discrete-time system. Then, in accordance
with the characteristics, the reachable set is subdivided
into saturated part and linear part. It is found that to
obtain a minimum-time control, a state in saturated part
can always be driven by saturated signal with proper polarity.
Once the state reaches the linear part, the control signal
should be properly chosen. Otherwise minimum-time control
may never by achieved. By utilizing the new approach, when
the state is in the linear part, the control signals can be
found by simple matrix manipulations. Finally, a simulation
of the approach applied to a second order process is pre-

sented.
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DUALITY iN DISCRETE OPTIMAL CONTROL
1.B. MEDVEDOVSKY

By using the method of multivalued mappings it is possible to obtain
in a rather simple way & result which can be considered as the duality
theorem. [t yields as corollaries the theorems of duality, the minimax
theorm and also the duality theorem for the optimal control problem in
the process described by convex inclusion.

Let X, Y euclidean spaces, and X* and Y* are conjugate spaces
with scalar product <x,x*>, <y,y*- respectively.

For a multivalued mapping a: X - ZX

a(x) = {y: y £ a(x) < 2% <Y

and for two optimal control problems

i *y . . T -
m1n{<xt, yt>. Xi+1 I a(xi), x0 € Mo’ xt € Mt’ i=0,1,..., t-1} (7)

t-1 e
; * * * * . * * = y¥k
sup {Ww M(xo) + WM (xe) + _Z Qa(xi, Xi+1)' x¥ + X% yt} 1)
¥ x* 0 t 1=0
e’'"t
i=0,1,...t

the following theorem of duality is proved:

THEOREM 2. Let a be a convex, closed, and bounded at least at
one point mapping of the space X = E" into ZX, M0 and Mt be convex
sets, where Mo a compact subset of dom a, besides for the mapping a
and sets Mo' Mt the condition ri[at(Mo)] mri Mt # ¢ holds.

Then the values of direct (7) and dual (9) problems coincide.
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OPTIMAL CONTRO0L OF LINEKAR SYSTEMS WITH
TIME VARYING DELAYS VIA SINGLE TERM
WALSH SSRIES APPROACH.

The main ohject of thie paper is to determine the
optimal control u*(t) when the system is described by

x(t) = A(%) x(t) + B(t) x(t-g(t))
with the initial data x(to) = Xy
x(t) = vl8), t e [ -alt,)s t,]
and the performance measure given by

t
S = Y2rt(tg)e x(ty) + ¥2 § f(x*ax + u'hu) at ,
o

vhere 'T' indicates transpose and 't,' the final
time. The matrices A(t), B(t), Q and R are of appropriate
dimensions. By applying Riccati Transformation,

p(t) = k(t) x(t) + n(t) 4in the usual state and:
costate equations

x(t) = A x(t) + Bx(t-g(t)) - BR~Y BT p(t)

p(t) = ~ATp(t) = BT p(t + g(t)) - Qx(¢)

the optimal control u*(t) = -&~' BT p* (%) 1s
caloulated using the Jingle Term Walsh Series (3TWwS)
approach developed by Hao et.al [1] . The method is
sinmple vhen compared to the previous methods.

REFRRENCES \
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APPROXIMATE MODEL-MATCHING OF TWO-DIMENSIONAL SYSTEMS

This paper considers the prcblem of model-matching of linear time-
invariant 2-D (two-dimensional) systems using linear output feedback.
The problem of model-matching may be defined as follows: Given a
system under control. whose performance is not satisfactory and a model
whose berformance is the desirable one, find a feedback law such that
the performance of the closed-loop system matches, as nearly as pos-
sible, the perfor'mance of the model.

In this paper the 2-D system under contrcl is assumed to be des-
cribed by 2 x r transfec function matrix T(z.,,zz) and the 2-D model by
an £ x Th transfer ‘function matrix Tm(zl,zz). The teedback _law applied

is linear, with a dosed-loop transfer function of the form
T (2,,2p) = 11, = T(z;,2,)K] " T(z{,2,)G

The problem»treéted in this paper can ﬁow bé_stated as follows:
Given T(z,,z;) gnd Tm.(~21122> find the c_ontr'ol]er matrices G and K su_ch
that the error E(z,,z,) = Tc(zl,zé) - Tm-(zl,zz) is as small as possible.
The paper develops a method tor the approximate solution of this problém.
The 'determinaﬁon of G and K is reduced to that of solving a system of

linear algebraic equations.
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A NUMERICALLY STABLE METHOD FOR POLE ASSIGNMENT

One of the basic problems in the synthesis of linear control systems,
the pole assignment, is not solved yet satisfactorily from computational
point of view. Most of the existing methods for this synthesis are
numerically unstable, computationally expensive and not suitable for high
order systems,

In this paper a new method for pole assignment of single input systems,
based on orthogonal reduction of the closed loop system matrix to upper
(quasi) triangular form is proposed, It uses Householder reflections for
preliminary reduction of the system matrices intc the so called
orthogonal canonical form and plane rotations in order to achieve the
desired spectrum of the closed loop system matrix,

The method proposed has a number of adventages over the known methods
It does not require the computation of the characteristic polynomial of
the open-loop system or the transformation into phase-variable canonical
form, It works equally well with distinct and multiple, real and complex
conjugate desired poles and may be used for synthesis of continuous as
well as discrete-tiue systems.3 The number of necessary floating poing
operations is approximately 6n”, the necessary array storage being 2n" +
5n° working precision words, where n is the order of the system.
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CONTROL STRATEGY FOR DECENTRALIZED FEEDBACK
COCRDINATION

In any realistic synthesis problem there are always a large
number of possibie solutiors that satisfy a particular set of control
objectives. While the use 0f costcriterion optimization in theory
allows a central agent, who has access to all a priori structural
information, to pick ut exactly one choice /the optimal solution),
in practice the difficulties of incorporating all the relevant cost
considerations necesivtates further trial and error "hedaina" about the
nominal sa>lution, In & larce-scale system it is desirable that such
further "fine-tuning" be done decentrally by the local aaents rather
than by the central aigent. It is therefire desirable that the central
agent does not completely fix the * iividual control strategies of
the Tocal agents ™',

[n this pap=r we formulate a class of problems that have
the control law computational task partially centralized and partially
decentralized. The basic idea is that the centralized part of the
control strategies reavesent the coordinating constraints imposed
by a central decision-making acent, called the coordinator, while the
decentralized part of the control strategies rcnresents the degree
of freedom or independence that each local centrol actuation agent
can exercise. The tasx of the conrdinator, in other words, is to
parametrize the degre2 of freedom of each of the local control agent
and assign that a priori constraint information to the individual
agents,

REFERENCES
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Decision Systems, MIT, Cambridqe, MA, 1980.
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THE STRi0M

Rz W% PO IMAL COETROT. @R 7TYFToI®
INLAR IN CCNTRCL

In this paper the prohlem of optimal control for
systems wcich are lirear in control is concidered. The mul-
tiplicative control systems offer, in general, better per-

formance than linear systems as far as controllability,
optimization and mecdelling are concerned.

In particular, we consider a class of bilinear systems

(L) = on(t) + u(t)Nox(t) x(0) = X
and a function;l of the form
J = SQ { a;x(t) + nzx(t\u(t) + T Yat
The optimal control onroblem is to find an optimal
control u(t) from a clasc of functions
] = { u(t): Ju(t) <1 and measurable on [,™]

where final time T is not prescribed beforehand, such that
it tranrfers the cystem state from a miven initial ctate »
to a given final state Yo and minimizes the functioral 7.

~——

The optimal sinsular trajectories are allowed to lie
only on a certain hypersurface which is an invariant cet
with respect to control. It is proved that the optimal con-
trol is either totally bang-bang on the whole transfer tinme
or totally singular. .\ necesnsary and sufficient conditior
for optimality of sinsular trajectories which lie on this
hypersurface is established.

As example, the problem of guiding an aircraft in
minimum time from an arbritary point in the terminal area
to the outher marker is coneidered.
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PERIODICITY IN OPTIMAL CONTRCL AND DIFFERENTIAL GAMES

Questions about optimality in the infinite time interval, and in
particular periodic optimal sclutions of control svstems have been
addressed in the recent Ph.D. dissertation of Stern 1], where further
references can be found. The present paper discusses some related
problems for differential games, with the focus on linear svstems;
the results also apply to optimal control problems by deleting one
player. Sufficient conditions are given for the adjoint vector p(t)
to ensure periodicity of the optimal controls and trajectories. The
central results which lead to further discussions of specific cases,
are as follows.

The svstem considered is x = A(t) x + B(t) u + C(t) v, where

n r r .
x(t: « R7, u(t) €« Ue R'L, v(t) e ve R 2, U and V compact, A(t), B(t)
ard 7o ~nrarinuous and T-periodic. The objective functional is
J = -wim’, for m any positive integer and n a given vector; u

siicrile minimize and v should maximize J.

1¥ p(0) is an eigenvector of the fundamental matrix ¢(7,0), with
a positive eigenvalue, then the adjoint vector p(t) is of the form

t
et (

T-neriodic function), hence "direction-periodic", and the optimal
controls u(t), v(t) will be T-periodic. If the eigenvalue is negative,
then the optimal controls will be 2T-periodic, If (1-%(T,0)) (respective-
ly (1-4(2T,0))) is nonsingular, then to these periodic optimal controls
corresponds a unique xp(O) leading to a periodic solution xp(t). The
behavior of the other (nonperiodic) solutions x(t) can be analyzed in

detail in the different cases of existence or non-existence of periodic

solutions.

REFERENCES
1. Stern, Lvonell E.,, "The Infinite Horizon Optimal Control Problem”,

Ph.D. Dissertation, Universitv of Rhode lsland, 1980.
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SEARCH FOR A SINGULAR SOLUTION OfF AN OPTIMIZATION PROBLEM

TUNG TIAU-SHENG
Department of Electrical Engineering, Hunan University, China

i ABSTRACT

Most works deal with singular solution of optimization problems in
which the Hamiltonian is !inear in control variables.

This paper will discuss a kind of optimization problem which is met
3 often in engineering. In some engineering problems it is possible that
i all of the control variabies are not contained in the cost functional and
; all the state equations that will result in a singular candidate in the
‘ optimization problem, and the Hamiltonian in it may be nonlinear in all
control variables. The term containing some elements of the control
vector will vanish from the Hamiltonian along the singular arc. A
method of searching for the singular solution is presented.

And two examples are given in this paper. i
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SOLUTION GF A MULTIPERSON COOPERATIVE GAME
3Y POLIGPTIVIISATION MeTHOO

A new method for solving the multiperson cooperative
games consists in transforming the question of deternining
a solution to the game into the task of determining a so
called “comprcmise solution” Tor a polioptimisation problen,

The compromise solution consists in finding a counter-
image y&€ Y LNinimising the distance Hw-yﬂpof the points:
YEY and 4. The set Y can be interpreted’ as a set of
games /characteristic functions/ with the one-element
C-core, and tnhe point w is the characteristic function of
the game analysed, i.e. @ model of the situation analysed,

It is proven that thus defined solution of a game
exists for every essential cooperative game, that it is an
element of the C-core of the game /provided it is not empty/,
is unique, optimal in the Fareto sense, independent on para=-
meter p, and additionally its interesting economic interpre=-
tation is shown, In case the initial game has an enpty
C-core, its compromise solution is the C-core of tne closest
/in terms of W/ game out of the games with the one-element
C-core,

The solution method consists in application of the
theorem on the orthogonal projection of the characteristic
function v{9)on a hyperplane in the space of Rh-personal
games, The solution is casily obtained,

Analysis is illustrated with an example of determining
a compromise solution for international energy cooperation
of three countries, calculating the optimal export and im=-
port volumes., The solution is compared with the ones obta-
ined via proportionate imputation, solidary imputation and
with the Shapley’s solution, The comparison shows that the
condition of coalitional rationality, the fundamental one
for economic decisions, is satisfied only by the compromise
solution,
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RISK AVERSION AND NASH'S SOLUTION FOR BARGAINING GAMES WITH RISKY QUTCOMES

Recent results have shown that, for bargaining over the distribution
of commodities, or other riskless outcomes, Nash's solution predicts that
risk aversion is a disadvantage in bargaining. Here we consider bargain-
ing games which may concern risky outcomes as well as riskless outcomes,
and we demonstrate that, in such games, risk aversion need not always be
a disadvantage in bargaining. Intuitively, for bargaining games in which
potential agreements involve lotteries which have a positive probability
of leaving one of the players worse off than if a disagreement had occured,
the more risk averse a plaver, the better the terms of the agreement which
he must be offered in order to induce him to reach an agreement, and to
compensate him for the risk involved. For bargaining games whose dis-
agreement outcome involves no uncertainty, we characterize when risk
aversion is advantageous. disadvantageous, or irrelevant from the point
of view of Nash's solution.
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THRLE oI MSICHAL PURSUTT.FVARIO!
YITE PREL VANEUVEDARTLITY FURSUER

The problem of pursuit-evasion vith free maneuverability pursier ir
trree dimersicnal space ic¢ corsidered. The svader is assumed to have con-
stant speec and constrained peth curvature. The pursuer is assumed o
maneuver freelv and having corstant sreed. Using spherical cocrdinstes
the motions of the evacder and pursuer can be described by [1]:

Evader Prrsuer
%X, = v_ ccsé cosk X, =T v cosé_ COS
le € % e 1p P ¢p R
g . ¥, = v_ cosé_ sing
2p  p 7P p
X = v Sin
3p D *p

‘efined as:

i+
-

o]
The capture time t is cefired 2s the time when the pursuer comes withir a
small distarce ¢ from the cvader, The sblectives of the paper are:
(a) tc determine the chara:ter stics c*® (x*,w*) and (¢¥,R*) such that

J(Kef@e’é;’eg) f.‘-(K:.':s‘v":.:s¢’:."38*) < (Ké €; D,ep)

(B} tc investipate the ﬁ%avaf*wvlstlcc of the optimal minimax tra‘ectcr-
ies fcr both the sirngular ¢nd . nsingu.ar cases.

The theory of differential games [2], and some of the results rep-
orted in [1], were used “o inves+tipate the pursuit-evasion game unter
consideraticn, Al*hough the pare takes place in three dimensional space,
it is established that “he opt'mal rmin'max trajectories of the game lie
in the plane cerpesed ¢f the evader in'tial velecity vector and the pur-
suer initial pesiticn.

REFEPEI.CES

(2] Salama A.I.A. and Harza “.H. » " Mirnimum time three dimensicnal
intercepticn," ACTA fstrcnsutica. vel.5, pp. 515-522, 1978,

(2] Isaacs F. , Differential Games, iley, lew Vord, 1965,
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QUADRATIC APPROXIMATIONS FOR COMPUTING CONSTRAINED EQUILIBRIA OF GAMES
IN NORMAL FORM

The papar presents a familv of efficient algorithms for computing
various equilibria (the competitive Nash equilibrium, the cooperative
Kalai-Smorodinski equilibrium, other cooperative equilibria of Pareto
type, partial coalition ecquilibria with prespecified coalition type, etc.)
of static games in normal form, that is, described by the payoff-functions

y
o ) piDi, ol
fi(hl,...xi,...xn) fi.R »R

for each player i with decisicns Xss constrained individually by

gi(xi) 0, g, :R "R

Such games and equilibria frequently arise in international trade theory
(oligopolistic games, international markat gomes, etc.). A Kknown approach
to computing such equilibria are fix-point algoriihms which, although
being globally convergent, are not quite efficient computationally.
Another approach, based on quadratic approximation methods developed re-
cently for nonlinear programming (in algorithms of Mangasarian, Han,
Powell, Fletcher) and supplemented by an augmented Lagrangian quadratic
approximation method (developed by the author) is proposed in the paper.
It is shown that while the computation of a Nash competitive equilibrium
is a rather straight-forward problem, the cooperative Kalai-Smorodinski
equilibrium and other cooperative eqilibria result often in badly defined
optimization problems, which have to be appropriately regularized.
However, this difficulty cin be overcome both theoretically and practicallv.
Theoretical properties of such algorithms and results of practical comput-
ations are presented.
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DYNAMICAL SYSTEM MODELLING FOR THE IDENTIFICATION
OF STOCHASTIC PROCESSES

This paper outlines a method in which a 'Pole-Cloud' Map facilit-
ates the selective application and withdrawal of an ARMAX type model,
according to the nature and degree of the noise affecting a given stoch-
astic process.

The Pole-Cloud Map is a sequential z-plane plot of the zeros of the
appropriate rationalised discrete characteristic polynomial (DCP)

N N-1

N +ay) ek N2 ay (k) b

at time 'k', related to the adaptive model

N N M
it :E:: 3 Yk + § L g bi“k-i ; where MgN
i=1 i=1 1'=0

The Map reflects the location of and confidence in a given pole at 'k';
and indicates the degree of convergence and stability of the process.

In a stochastic process, pole regions oscillate; and the subsequent
'enlarged’ Map is used to determine new seeding parameters for augmenting
the parameter vector. Techniques exist for expanding and condensing
the System Weighting Matrix in accordance with the Map's determination.

The zeros of the DCP can be recursively evaluated by a new modell-
ing technique which incorporates a 'virtual signals' set

E0 E1 2 eN-l
k* fk* €k* 0 0 Sk

i_ -1 _ ki
where € = &k a. €

The new model used is

.. 0_ "k 0 ko, ot “k , N-1
I IA PP B T B
k -k -k
+ bl‘uk-l +bhou et byuy

where a? , ag, cee s ah are the required zeros.
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ADAPTIVE PREDICTION OF HIGH TIDES

The subject of this paper is the modelling and stochastic adaptive pre-
diction of high tides on the Danish west coast.

On the basis of a nonlinear deterministic hydrodynamical-numerical (HN)
model [1}, approximate multivariate ARMA models are constructed. These
ARMA models are capable of reproducing the output from the much more
complicated HN model with ¢good accuracyv by using a far less number of in-
puts. Neither the HN model nor the avproximate ARMA model can predict the
real water level with sufficient accuracy however. Rather they should be
regarded as a representation of the knowledge of the water level varia-
tions based on basic physics.

The residual process is in a second step modelled as a linear stochastic
process. It is shown that a univariate ARMA model of this process with
fixed parameters is canable of making the prediction with a superior
accuracy comnared to the oredictors used today.

The final adjustment of the model is an adaptation in time of the parame-~
ters in the residual model to the measured water levels [2), [3]). Since
it is observed that the character of the water level process changes at
high tides, this means that the high tide prediction is done with a model
that is continuously adapted to the high tide process. The method leads
to a further increase of prediction accuracy.

Summarizing, the results shows that a good high tide predictor may con-
sist of two parts, a deterministic nominal part working on metereological
information and an adaptive stochastic part modelling the residual pro-
cess thus obtained.

REFERENCES
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OPTIMAL SMOOTHINGS

Methods to analyze time series most frequently involve
a presumed smoothing of the series. However such idea of
smoothing is defined intuitivelyvy rather than formally. Here
on the contrary, the smoothiag problem is formulated as a
problem of best approximation, which, resorting to certain
smooghness functionals, takes the form of a convex program
in R,

The structure of the program and the properties of its
solution are discussed, emphasizing that a stochastic inter-
pretation of the effect of the ensuing filter is possible.

Numerical results, based on a finite convergence method
(which is described in a companion paper) are also included.
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IDENTIFIABILITY IN LINEAR SYSTEM WITH ARBITRARY SAMPLING

The problem of identifying the parameters in linear and time-inva
riant dynamic systems is reduced to solve an algebraic system of equa-
tions by linearizing the parameter vector around its nominal value
which is assumed to be known. This system of equations is formed by
a set of output samples and in this way, the problem results similar
to one of observability. The general conditions that the sampling ins
tants must fulfill are not very restrictive and can be found in Clj.

In particular, the system
x(t) = Ax(t) 4 b u(t), x(0)=d, te (0, tf]
y(t) = C x(t)

is considered parameterized by a parameter vector p. The trace of the
local information matrix as well as the condition number of the coeffi
cient matrix in the linearized identification problem are used as cost
functions in order to determine the convenient sampling instants dis-

tribution for minimization of the transmission of absolute and relati

ve errors respectively tnwards the results.

The general methodology consists in solving a first-order Taylor
series expansion for the estimates of the locael variations of the pa-
rameter vector around its nominal value and to repeat the process in
an iterative way by deleting the contributions of the higher powers
of these estimates.

REFERENCES
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THE SMOOTHING PROBLEM - A STATE SPACE-RECURSIVE
COMPUTATIONAL APPROACH: APPLICATIONS TO THE
SMOOTHING OF SEASONAL ECONOMIC TIME SERIES

Let y(n) = f(n) + e(n),n =1, ..., N with the e(n) i.i.d. from
£ ~ N(O,cz) . 02 unknown and f{°) an unknown "smooth function". The
problem is to estimate f(n),n = 1, ..., N in some way that makes sense
statistically.

E. T. Whittaker, 1919, suggested that the solution have the
property that it be a tradeoff between fidelity to the data and fidelity
to a difference equation constraint. Craven and Wahba, 1979, is an
0(N3) solution to the problem, Akaike, 1979, is an O(N)2 solution to the
problem. We show an O(N) solution to this problem, generalize it to a
solution of the seasonal adjustment of economic time series, and show
the relationship of the smoothing problem to some of the Tikhonov type
i11-posed problems.

We imbed alternative candidate 'smooth’' models into dynamic state
space forms and invoke the recursive computational Kalman filter/
smoother procedures to achieve the O(N) computation. Another facet of
our approach is that we employ a statistical decision procedure,

Akaike's AIC criterion, to determine the best of alternative candidate

models fitted to the data. Examples are shown.
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ON THE OBSERVABILITY OF NONLINEAR SYSTEMS AND THE FISHER INFORMATION
MATRIX

In this paper, we establish a relationship between the observability
and the Fisher information matrix of the nonlinear system given by

x(t) = f(x(t), t) (1)
y(t) = h(x(t), t) (2)
z(t) = y(t) + n(t) 3

where n(t) is a white Gaussian noise process. The observation process z(t)
can either be continuous or discrete in time. Major results are summari-
zed below.

Let F(t) and H(t) be the Jacobian matrices associated with f and h
with x(0) = Xqo respectivelv, ¢(t,T) the transition matrix of F(t), and

J(x ) the Fisher information matrix of the nonlinear system given by (1)

and (3) with x(0) = x We first prove the following two theorems.

0

Theorem 1 (Point-wise observability condition)

The nonlinear system defined by (1) and (2) are observable at X iff
J(ﬁo) is positive definite.

Theorem 2 (Local observability condition)

If J(EO) > 0 and J(*) satisfies the Lipschitz condition at 50, then

there exists a sphere, W, centered at x, such that J(x) > 0 for all xeW.

0

We then relate the observability condition of System (1) and (2) to the
existence condition of an unbiased estimator of Xy given z(t),

0 <t <T. Finally, we establish a global observability condition for
System (1., and (2) in terms of the existence condition of an observable
linear system which bounds (1) and (2) in some sense.

-78-




Z, V. Rekasius

Department of Electrical Engineering
and Computer Science

Northwestern University

Evanston, IL 690201

MODELS FOR DYNAMIC SYSTEMS WITH SELF=-SUSTAINFD OSCILLATIONS

Modeling and identification of dynamic systems consists of two main
steps:

1) choice of the form of the model to which experimental data is
to be matched, and

2) computation of model parameters to obtain best fit (in some
sense),

If the system is linear (or if it could be modeled accurately by a
linear model), one chooses a difference equation of arbitrary order and
tries the best choice of parameter values. An improvement in the match
between model and system response is then achieved by increasing the or-
der of the model equation.

There are however, many systems that cannot be modeled accurately
by linear models because they exhibit distinctly nonlinear response
characteristics, One case of such systems are systems with self-sus-
tained periodic oscillations of fixed frequency and fixed amplitude (i.e.,
limit cycles). 1In this paper we investigate the cholce of proper models
the response of which would exhibit limit cycles. Specifically, if

y(k+n) = £(y(k),y(k+l),...y(k+n-1), u(k),
u(k+1)..,u(k+n-1))

is a suitable model, where y(k) and u(k) are input and output sequences,
respectively, then one wants it to have an unforced solution (i.e., with
u(k)=0)) with the following properties:

1) y(k;y(0)) = y(k+p;y(o0))

2) nm| | y(k; y(0)+€)) - y(ksy(o))| | = 0

k o

In this paper we tabulate low order nonlinear equations that would
exhibit such nonlinear limit-cycle oscillations. Approximate values of
the period for 1imit cycle oscillations are then obtained by means of
harmonic balance applied to discrete models.
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CONSTRUCTING EXPERIMENTAL DESIGNS USING
THE ACCELERATED GREEDY ALGORITHM

Consider performing a linear regression over a specified sampling
region using a given set of basis functions. An optimal experimental
design in such a context consists of the set of sampling locations, and
the number of replicated measurements to make at each location, so that
some functional of the error covariance matrix, (such as its determinant),
is minimized for a fixed, total number of measurements [1l]). For
several years the efficient computation of such designs has been of
interest [2,3].

This paper examines the idea of using the accelerated greedy
algorithm of M. Minoux [4] for this purpose. This particular algorithm
reduces the number of '"function evaluations" by maintaining an ordered
record of previous evaluations. For regression models there is indeed
a significant decrease in the number of function evaluations. However
this saving is mitigated by the cost of maintaining the ordered record.

REFERENCES

1.

\%
2. J.Y. Tsay, '"On the Sequential Construction of D-Optimal Designs,"
J. Am. Stat. Assoc., Sept. 1976, \Vol. 71, No. 355.

.V. Federov, Theory of Optimal Experiments, Acad. Press, 1972.

3. 2. Galil and J. Kiefer, "Time and Spare-Saving Computer Methods,
Related to Mitchell's DETMAX, for Finding "-O»timum Designs,"
Technometrics, August 1980, Vol. 22, No. 3.

4. M. Minoux, "Accelerated Greedy Algorithms for 'faximizing Submodular
Set Functions,'" 8th IFIP Conference, Wurzburg, 1977, Springer-Verlag
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A Robustized Maximum Entropy Approach

To System Identification

Chee Tsai and Ludwik Kurz
Department of Electrical Engineering and Computer Science

Polytechnic Institute of New York, Brooklyn, New York 11201

The advent of modern high-speed sampling techniques
resulted in additional stress on the problem of signal
processing in a dependent corrupting noise. Since in many
systems of practical interest the knowledge of the noise
statistics is either inexact or unspecified, some adaptive
techniques which are frequently ineffective or too compli-
cated to implement were suggested in the past. However, the
methodology of system identification lends itself to provide
a prewhitening filter. In this paper, a robust identifica-
tion of the autoregressive (AR) model is proposed. The
robustizing process is in the form of robustized Robbins-
Monro stochastic approximation (RMSA) algorithm and is based
on the m-interval polynomial approximation (MIPA) method
introduced by the authors in a previous paper involving a
process of robustizing the Kalman filter. The resulting
algorithm represents a recursive robustized version of the

well-known maximum entropy method (MEM) for spectral




ar cianiaa '

estimation introduced by Burg [1] or of the popular Widrow

least-mean-square (LMS) adaptive filter [2] adopted every-
where in engineering. Furthermore, the robustized algorithm
leads naturally to a robustized Akaike®s information
criterion (AIC) [3] to determine the order of the auto-
regression. The simplicity of implementation and flexibility
make the application of identification algorithms based on
the MIPA concept particularly attractive in practice. The
flexibility and robustness of the procedures are confirmed

by Monte Carlo simulations.

References:

(1}. J. P. Burg, "Maximum entropy spectral analysis,"”
presented at the 37th annual meeting Soc. Explor.
Geophs., Oklahoma City, Okla., 1967.

[2). B. Widrow, P. E. Mantey, L. J. Griffi.hs and B. B. Good,
"Adaptive antenna systems,*" Proc. IEEE, Vol. 55, pp.
2143-2159, 1967.

[3]. H. Akaike, "Fitting autoregressive models for predic-

tion,” Ann. Inst. Statis. Math., Vol. 21, pp. 243-247,
1969.
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THE CONTROL OF AUTOMOBILE ENGINES,
FUEL/EMISS1ON TRADEOFFS

The paper presents a procedure for obtaining control calibrations
for a warmed-up, spark-ignited automobile engine. The control problem
is to find the air-to-fuel ratio, spark advance, and exhaust gas recir-
culation (EGR) as a function of operating point, that minimizes fuel
consumption subject to emission and drivability constraints. The emis-
sion constraints must be satisfied over the Federal Test Procedure
which consists of travel over seven miles of simulated wurban and
highway driving. The drivability constraints, however, must be satisfied
over any reasonable driving cycle.

The procedure wutilizes static models of fuel consumption and
emissions. These models are derived using regression models. Nonlinear
programming techniques are used to obtain the optimal controls. The
procedure also comes up with tradeoffs between fuel consumption and
emissions., These sensitivity relations exhibit the cost of tightening
emission constraints and show the minimum emission levels that can be
produced.
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OPTIMAL TWO-MODE CONTROLLERS FOR COUPLED SYSTEMS

A method for determining optimal controller parameters for coupled
systems is presented. A strongly-coupled typical system commonly found
in petroleum refineries is investigated. Feedback scheme considered
has a fixed configuration consisting of proportional plus integral (PI)
controllers. Three different performance criteria ISE, ITSE, and ITAE
are considered. Optimization is carried out using calculus of varia-
tions approach. The resulting nonlinear two-point boundary-value problem
is solved using quasilinearization. Four different input combinations
are considered and a set of optimal controllers is determined for each
of the input combinations. Tﬁen the strategies for the selection of
optimal controllers may be based on

min E{J}
or min max J
where: E is the expectation operator and
J is the performance measure.

A comparison based on the time response curves indicates the
superiority of ITAE over ITSE and ISE. The best optimal control is
markedly superior than the trial and error design. A validity check on

the optimization technique of this investigation is made and the ap-

proach is demonstrated to be valid.
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MODELLING SHIP CONTROL SYSTEMS

The Cardiff Ship Simulator has been under development by the
National Maritime Institute for several years, and is comsidered to be
one of the most advanced simulators of its kind in the world.

The simulator activities are controlled by two digital computers,
one producing the imagery on the screens (windows of the bridge) and
the other providing the ship response to rudder and engine commands.
This paper is concerned with the latter type of process.

Three coupled ordinary differential equations are used to model
the behaviour of a ship. The system output consists of sway. surge and
yaw velocities, which are used to calculate the position an. orientation
of the ship. These results are then used by the computer to generate the
corresponding imagery on the screens. The paper will discuss the
differential equations and their solution, together with various
applications, including the provision of off-line micro-computer
facilities as an aid to using the actual simulator,
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A Problem of Bilinear Control in Nonlinear

Coupled Distributed Parameter Reactor Systems

The aim of this paper is to formulate a bilinear control of the
space~dependent effect of the Xenon build up on the neutron flux
distribution in nuclear reactor cystems without any linearization.

The mcdel concerned is given by

",— %_ 1:2'3—'3 (x ?!J - I Y, =LY, - x/Lr + [w1 £1Y4 +y22f2‘f2]

-‘1,; B_Yt =1}J'_'_'§x-3—92(x 3—-3 - I Y, +LY, - xd’z%a, + I (xyt)Y,

3% A+ glTeYy + pY,]

gxt- = =N NIyl e EL Y] - X[o’xY + JXY2] :
Y1(x,t) = Y2(x,t) = I(x,t) = X(x48) =0 (B.r.) '
Y1(x,0) =Y, ‘[2(1,0) = Y, I1(x,0) = I X(x,0) = X, (1.c.)

where Y1, Y2, I and X indicate the fast neutron flux, slow neutron flux,
Iodine distribution and Xenon dictribution, respectively; observation
is made by Y2, and control by the macroscopic absorption cross—section
of the control rods Zc(x,t).

On this scheme, the regulator problem is considered under the second
order cost function. The existence of an optimal bilinear control is
admitted by proving the continuity of the mapping from the control to the
state variable. Furthermore, using the implicit function theorem the
differentiability of the state variables with respect to the control is
proved. Hence, the adjoint system is introduced, from where the optimality
condition is derived., Finally, results obtained are compared with those

from the linearized case.
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SINGULAR PERTURBATIONS Il OPTIMAL STABILIZATION
PROBLELl OF LEGGED VEHICLES

|

Because of verying constraints (changing supporting
legs) legged vehicle (LV} as control object in different
‘Phases of its motion is descrited either by differential
equations or by diiference relations reflecting jump-like
change of generalized coordinets and velocities in the
moment of releasing former and superimposing subsequent
couplings. The problen of stabilization system synithesis
of such objects is complicated enough end may be solved
effectively only in linear approximation. Assume legs
inertia to be small, then it permits us to introduce a
small paraneter in sucn e manner that when the small pa-
raneter vanisiies, tne control algorithm of the object is
transformed into the control strategy of the model with
weightless legs. “‘he problem of stabilization system syn-
thesis of LV with weishty legs in such a statement is
reduced to tne design of solution of periodic singularly
perturbed linear quadratic task.

The case when LV is described only by finite-diffe-
rence relations is investigated irn a similar way. The
problem of optiriization of periodically perturbed system
of finite-difference equations appears in tnis case.
Peculiarities of asymvtotic decomposition wnich can be
considered as an analog to the “oundary layer in the
examined discrete singularly perturbed problem are marked.

i
{
i
|
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Nguyen X. Vinh
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OPTIMUM MANEUVERS OF A SUPERCRUISER

In the analysis of optimum maneuvers of supersonic aircraft,
a mathematical modeling of the aerodynamic and engine characteris-
tics is designed in the form of a light-weight fighter called the
supercruiser by which dimensionless equations of motion for three-
dimensional flight over a flat earth are derived [l1]. By using
the maximum principle, all problems can be investigated under a
unified treatment.

The general properties of optimal trajectories are presented
which include the integrals ~¢ motion and the characteristic
features in engine and aerodynamic controls. The use of the domain
of maneuverability provides insight into the structure of the
control. By the use of the switching theory the optimum switching
sequence is established for the purpose of selecting among a
complex combination of different subarcs the cptimum one which is
a function of the terminal conditions.

In each problem, the optimality of singular thrust control and
the optimal junction of different subarcs ave discussed, and the
typical behaviors of the state variables and the control variables
are displayed. In some problems in which more than one parameter
is involved, the use of the rotation of coordinates reduces the
number of parameters and hence expedites the attainment of the
solutions. By applying the backward integration technique in which
the exact values of the adjoint variables are known, and performing
the iterationof the final values of the corresponding state
variables, the common sensitive problem in the computation of the
optimal trajectories is relieved.

Because of the normalizing of the control variables, 1i.e.,
the thrust-to-weight ratio, bank angle, and load factor, the results
can be applied to any supersonic aircraft. The proposed method of
computing the optimal trajectory is very efficient and makes
explicit the selection of the optimal control. The technique should
be useful for performance assessment of supersonic aircraft with
potential for implementation of onboard flight control system.

REFERENCE

1. Ching-Fang Lin, "Optimum Maneuvers of Supersonic Aircraft",
Ph.D. dissertation, The University of Michigan, 1980.
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APPLICATION OF
CONSTRAINED CONSTANT OPTIMAL OUTPUT FEEDBACK
TO
MODERN FLIGHT CONTROL SYNTHESIS

This paper describes an applications oriented approach to the generation of optimal
output feedback gains for linear time-invariant systems which is independent of the loop
stabilicy.

Specifically we consider the following problem. Given the stabilizeable system:

X = Ax + Bu, x(t=0) = X

y = Cx
Where x€ R, u¢ R, yc R and A, B, C are real constant matrices of compatible order.
And where C is of full rank.
Find a control law of the form:

u= -Fy= -FCx

Where F is an m x r constant matrix of predeternnned structure (i.c. some of the f ’s satisfy
some internal linear constraints) that minimizes the cost function

JH = E[ § (x'Qx + u'Ru) dt]
/]
where Q > 0, R > 0 and E [ - ] is the expectation operator.

This optimal output feedback problem is cast in the setting of a constrained parameter
optimization problem. The solution of this constrained optimization employs Hestenes’
method of multipliers with some modification. A primal-dual problem is considered where
the primal minimizaiion employs a Davidon-Fletcher-Powell method, and the dual
maximization is accomplished via a quasi-Newton procedure.
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"ADVANCED CONTROL LAWS FOR EXPERIMENTS IN FAST
ROLLOUT AND TURNOFF QF THE B737-100 AIRCRAFT"

Let X(t,) = X, be the initial condition and let C° be the
path of fast rollout and turnoff. The problem is to minimize
the functional defined on space € by the penalty function

J = Jg < P[X(t,u,X,) ~ c°], [X(t,u,X,) - C°] > dt

+ f(l; < Nu(t), u(t) > dt .,
Here X(t,u,X,) is the solution of the dynamic equation repre-
senting the fast rollout and turnoff condition of B737~100
aircraft given as

X(t) = AX+Zu+1 Xu+y
where u = Y; is a scalar control input., Application of quasi-
lineraization techniques as described by Leondes and Paine {1]
has been used to show that the algorithm converges uniformly
to the optimum solution,

THEOREM 1. There exists a unique control wk given by

VL) T e £, 6K, %9, TS

such that

wl(+1 < wK
and

WK+1.5 u}K

where w = L u + v, f,(w,X) =T X (CTC)_lcTw, and wK is the
solution of adjoint-system equations.

REFERENCES

1, C. T. Leondes and G, Paine, "Extension in Quasilinerization
Techniques for Optimal Control", J. of Optimization Theory
and Applications Vol, 2, No. 5, 1968, pp. 316-330.
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A MATHEMATICAL REPRESENTATION OF OSCILLATOR STABILITIES
FOR
MOVING SATELLITE SYSTEM APPLICATION

3 A one-way or two-way doppler system used for moving satellite

: tracking requires very high range-rate tracking precision. (In the order
of .06 cm/sec for two-way doppler system range-error). If the oscillators
used in the system have high short-term frequency instability values,

they could contribute enough range-rate errors to exceed the total speci-
fied error budget. This paper derives a mathematical model to represent
the oscillator frequency stability as a function of specified satellite
range, range-rate error, and doppler counting time. For any specified
range-rate error, the required oscillator frequency stability can be
determined from this mathematical model.

For the two-way doppler system used in the Space Ground Link
Subsystem (SGLS) the range-rate equation can be derived as

P o= ¢ {1 - %5 [(256.25 n, - 205 nl)/nj‘} (1

where c¢ 1s the speed of light, n, and n, are numbers of counts in
counters N, and N2 respectively.

The time domain frequency stability equation can be found as[l]

2., 2, 2 zl
At Bt *% 2

('?‘f)z = 12 l"

w
(8]

where w_1is the nominal system frequency, Tp» g UC and % are component
errors due to various types of noises in the oscillator. Ehese components
are all functions of range-rate error since they all contribute to the

range-rate measurement error in a real system.

A complete set of equations has been derived and computer-generated
curves are plotted and presented in the paper.

REFERENCES

1. Paul P. Yeh, "Oscillator Short Term Stability Requirements for the
Telemetry Channel of the DSCS III System," IEEE National Telecommuni-
cations Conference, Los Angcles, CA, Dec. 5-7, 1977.
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FINITE DIMENSIONAL CONTROL OF LINEAR PARABOLIC
DISTRIBUTED PARAMETER SYSTEMS

We consider feedback control of the linear parabolic distributed
parameter system du/dt + Au = F. This is a generalized heat equation
where u(x,t) represents the temperature distribution of a body @ in
n-dimensional space, and F(x,t) represents the applied heat sources.
The operator A is a time-invariant d%fferential operator whose domain
d(A) is dense in the Hilbert space L°(Q). This distributed parameter
system is parabolic in the sense that A generates a holomorphic (or
analytic) semigroup.

Control is provided by M heat sources located in or on the body {2
and the temperature is measured by P sensors located at various points
along the body 2. The locations of this finite number of sensors and
actuators is part of the control problem.

Since feedback control will be implemented by an on-line digital
computer, it is important to restrict the controller to have finite-
dimension. Our approach is to use the Galerkin method on an appropriate
finite-dimensional subspace Hy [ D(A) to produce a reduced-order model
of the distributed parameter system; from such a reduced-order finite-
dimensional model the controller is synthesized. Then the stability of
the closed-loop system, consisting of the actual distributed system and
the finite-dimensional controller, is analyzed. We will show that
(unlike the hyperbolic case), for parabolic systems, any degree of
exponential stability can be guaranteed under rather mild conditions on
the reducing subspace Hy. Consequently, finite~dimensional control of
infinite-dimensional parabolic systems can be obtained in most practical

cases.
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NUMERICAL SIMULATION OF AN ALLOY SOLIDIFICATION PROBLEM

In this paper, we study from a numerical point of view the
solidification of a binary alloy. The formulation, we consi-
der, is the same than in A.B. CROWLEY - J.R. OCKENDON (2],
G.J. FIX [3].

In a first part, we introduce the following formulation
for the initial problem :

9
§£-+A(Oﬂn =h; uecH (O
(S) é\-’-O-B(WO) =0 ;
at ’ = H v € GO(W)
u(x,0) = uo(x) € Hwo(uo) ;i vix,0) = vo(x) € Goo(wo)

where HW(O), GO (w) are two maximal monotone operators
and A (0,w), B (w,0) two non linear operators.

In a second part, we introduce a semi-discretized problem,
which has the structure of quasi-variational inequalities,
Then, by using results of monotonicity, we prove the existence
of a minimal and a maximal solution and we deduce a numerical
iterative algorithm, the convergence of which is proved. The
technique consists to solve a sequence of variational ine-
qualities, the solution of which is obtained by using the
following equivalence

2 € H(y) <=> 2z = HA (y + Az) ¥\ > O.

(H maximal monotone operator, HA associated Yosida approxi-
mation).

Numerical results are presented.

REFERENCES
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2. A.B. CROWLEY - J.R. OCKENDON :Int. Heat. Mass. Transfert
vVol. 22,1979.

3. G.J. FIX : in Moving boundary problems (D. NILSON -
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THE THRESHOLD PROBLEM FOR A FITZHUGH-NAGUMO MULTI-DIMENSIONAL SYSTEM

The following Fitzhugh-Nagumo system is considered:

(FN) v, = Av + f(v) - u, u, = oV - yu,

where f:R —> R is a continuous map, such that vf(v) < 0 for

v € (-w,vo), v # - and o0,y are positive constants. The functions

v = v(x,t) and u = u(x,t) are sought in the space of continuously dif-
C(Z)(Qx(O,m),R), where @

designates a bounded domain in Rn, with sufficiently smooth boundary.

ferentiable functions up to the second order

The threshold problem under investigation can be formulated as follows:

Assume (v(x,t),u(x,t)) is a solution of (FN), defined on Qx(0,»),

and such that the following conditions are verified: v(x,t) < Vo in
the whole domain of definition, v(x,0) = V(x), u(x,0) = U(x) for x € Q,
v(x,t) = 0 on the boundary of Q. Then prove that (v(x,t),u(x,t))

tends to zero as t tends to =, uniformly with respect to x € 2,

and this property is true for at least those solutions with small
V(x),U(x). A solution to this problem is presented, using the following
approach. First, one constructs a '"Liapunov function" for the system
(FN), whose derivative is non-positive. This function does not provide
enough information in order to obtain the desired behavior for the solu-
tion. One can, however, derive some intermediate results regarding the
integrability of certain functions, with respect to t, on the positive
half-axis. Next step consists in finding a partial differential equations
for the unknown function vz(x,t), with adequate initial and boundary
value conditions. Then a representation formula is used for heat equa-
tions, which together with the information accumulated by means of
"Liapunov function", leads to the conclusion that the threshold problem

has a positive answer.

REFERENCES
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DIFFERENTIAL INCLUSIONS
WITH MULTIVALUED BOUNDARY CONDITIONS

The purpose of the talk is to give existence results for diffe-
rential inclusions with multivalued boundary conditions of the
following form :

dx

T € - S(x(t) t e[o0,T]
(P) [x(0) = x4
x(T)e K

where S is a continuous set valued mapping from 22 to Rz with

convex compact images, K is a compact set and x, a given point
of R , We assume that the data Xos S and K satisfy a consistency
condition of the following form :

For any x € K there exists an absolutely continuous func-
tion

¢ € c({o,T] ; ®") such that [oll, s M, ¢(T) = xe K,
(L) o(t) -¢(1) e - ST S(¢(s)s ¥t,T € [0,T]| and satisfying
moreover : T

DV(H(T)) (x -¢(0)) + [[x - ()] < o

where V denotes a non negative lower semi-continuous function
from K into [o,+[ .

We associate with problem (P) a discrete implicit problem and

1 we prove the existence of solutions of this problem by using a
fixed point theorem due to AUBIN-EKELAND, then we prove the con-
3 vergence of a subsequence of these approximate solutions to a

solution of (P).
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MINIMIZATION OF THE DIFFERENCE OF 2 CONVEX FUNCTIONS

DUALITY, ALGORITHMS AND APPLICATIONS

We consider the non-convex problem Min j(v) = f(v)-g(v), where f and
v

g are lower semi-continuous, convex, proper functions on a Hilbert space
V ; we assume that j is bounded from below and satisfies some compactness
assumption. Such a problem arises in a wide variety of practical applica-
tions, including

- the minimization of a concave function over a convex set, a typical pro-
blem in management and economics (when increasing returns to seale pre-
vail or in the presence of fixed costs), in integer programming ;

- the variational formulation of a free boundary problem arising in a sim-

plified model of the equilibrium of a plasma confined in a Tokamak machine.

After a review of regularization and duality theories adapted to the
particular structure of the problem, we propose several decomposition al-
gorithms using the natural splitting of the problem. Convergence results
are given and optimal choices of parameters discussed. Some of the practi-
cal examples are used to illustrate the methods.
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ON THE MARGINAL FUNCTION IN NONLINEAR PROGRAMMING

We consider optimization problems of the following form:
V(p) = inf { f,(x) ' xesS(p) | ,
S(p)=1{ xecC | fi(x)s;)i , 1<i<n ; fJ.(x) =Py, n+lcj<n+m | .

p is regarded as a parameter describing perturbations of the
reference problem given by p=0. In most cases considered
below, C is a closed subset of a real Banach space X.

The topic of our talk is to describe the local behaviour of
the marginal function V(p) . This is done by giving bounds for
its directional Dini- and Hadamard derivatives. If V is local-
ly lower semicontinuous, then also estimates of the generali-
zed directional derivative V and the generalized gradient
2V(.) are given. All these bounds and estimates are deter-
mined mainly by the set of all Lagrange multipliers which
belong to some optimal solution of the unperturbed problem.

Assuming that the functions fk are locally Lipschitz or
differentiable we report in a first part recent results by
R.T. Rockafellar and by the author. The respective results
are very similar, however they are obtained via quite diffe-
rent approaches.

In a second part we consider the special case where all
functions f, are more than once continuously differentiable.
Then our apBroach (which is based on separation-properties

of convex cones or sets) holds also with the possibly smaller
multiplier sets satisfying higher order necessary conditions.
These yield sharper estimates of the local approximations

of V. In some cases they make it possible to prove
differentiability of V.
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SOLUTION OF 'THE CLASS CF NON-CLASSICAL MATHEMATICAL PROB-
LEMS ARISING IN GENERALIZED STATISTICAL DECISION THEORY,
QUANTUM MECHANICS AND OPTICAL COMMUNICATIONS

Problem formulation: Let H be a separable, complex Hilbert
space, and B(H) the Banach algebra of bounded linear operators
in H. Dencte by @(H) the set of non-negative, self-adjoint,
unit trace, nuclear operators in H. The positive, normal
functional 0:B{H)->R, ©6(Y):=Tr(zY), 2:@(H), Y¢B(H) represents
a state on B(H). Let (U:F(U)) be a measurable decision space,
and denote by S(H:;F(U)) the control space of all positive,
normalized, operator-valued measures W: F(U)—»B(H).

Given: (i) classical probability space (X,F,p), (ii) a
family of states (©_)_ on B(H), xz¥%, (iii) (UsF(U)), (iv)
non-negative, meas rible function Q(x,u), ueyU, x¢X, and
(v) the risk associated with W S(H:F(U)})

J(W) 3= ffo(x,u)e_(wW(du))dp(x) .

Problem: Find, if any, W:S(H:;F(U)), such that inf J{(W)=J(W),
where the infimum is taken over S(H:F(U)).

Motivation: Let S denote a gquantum-mechanical system ( e.g.
electron, photon, electromagnetic field, etc. ) described by
a statistical operator Z:¢@(E). Then S(H:F(U)) is the set of
all dynamic observables of S, and the foregoing abstract
problem represents the most general statistical decision
problem, The first - and only - methods for & solution of the
minimum error variance version of the problem have been de-~
veloped by the writer ( the relevant references are listed in
(1) ). If Q(x,u) represents the loss corresponding to the
decision u when the true state is ©&_, then the solution of
the foregoing problem is essential “for the solution of the
following problems: (i) optimal quantumpmechanical estimation,
(ii) optimal quantum stochastic filterihg and control and
(iii) unified statistical decision theory. In this paper we
propose a solution to the general version of this problem.

REFERENCES
1, Ilic, D. , Optimal nonlinear quantum-mechanical stochas-

tic filtering, Proc. 5th. Inter. Symp. on the Math, Th, of
Networks and Systems, Santa Monica, California (1981).
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FINITE ELEMENTS APPROXIMATION OF TIME OPTIMAL
BOUNDARY CONTROL PROBLEM FOR PARABOLIC
SYSTEMS WITH DIRICHLET BGUMDARY CONDITIONS:

With A(x,d ) an elliptic operator let y(t,x) be the sol-
ution of the following parabolic equation:

= o' = r me
y (0) Y i Y Ir u e L [OT; LZ(F)]

Consider the following time optimal control problem
(P) Find inf T = { T > 0; u ¢ U™: ly(u,T) ~yp 158}
where the constant §> 0, and the point Yp € LZ(Q) are given
and U™ = {u e L_[OT x '1; fu(t,x) | < M; a.e in OT x TJ.

We shall be concerned with a numerical approximation

(e.g. via finite elements) of control problemA(P) and the
convergence of resulting schemes.

The distinctive features of our approach are: (i) that
it is based on a semigroup representation of (1) and its
approximation. (ii) that the approximation of Dirichlet
boundary conditions uses subspaces which are not required

to vanish on the boundary.
The following theorem gives the desired convergence result
for our control problem.

o .0

Theorem Let u ,T (uho,Tho)be the optimal solutions of probh-

lem P and its approximation respectively:
For y_.¥p € HH—E(Q) we have:
(1) Iy (w1 -y, | < §+¢n"%);

(ii) Th° + °

(iv) uh° > u° in Lz[OT x I'].
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Dirichlet Boundary Control Problem for Parabolic Equations
with ouadratic cost:
Analyticity and Riccati's Feedback Systhesis

I. Lasiecka and R. Triggiani
Department of Mathematics, University of Florida, Gainesville
32611

If  denotes either 1, or else 0, minimize the performance

index

12 + 1y 12 +dly (T 1

HEH

J(u,y(u))

over all u «¢ L, (), subject to the dynamics (D):

(e, 8)= -A(E,y(t,5) (0,TIx @ = Q
y(0,8) = y_ (E) E e Q (D)
y(t,0) = u(t,0) (0,T1 x T = &

where A(£,9) =IZ ) a, (&) 3 is a uniformly strongly ellip-
| <

tic operator of order two in Q. Feedback synthesis (point
wise in time) of Riccati type of the optimal solution uo,yO
is established in the form

W) = -0 a"P(t)yO(t) 0 <t <T
through a semigroup approach. Here A is the differential
operator -A(f,3) with zero Dirichlet boundary conditions, D
is the Dirichlet map, and P(t) is the Riccati operator.
Moreover, in contrast with the indirect approach of much of
the literature - which relies on a Riccati equation to
establish existence and computability of the operator P(t) -
the present approach is instead direct; i.e. the operator
P(t) is first defined by an explicit formula in terms of the
system data, and only subsequently shown to satisfy, in an

appropriate sense, a Riccati type operator equation.

+ All norms are L2-norms over the indicated domains
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RATE CF CONVERGENCE ESTIMATES FOR APPROXIMATIONS
TO CONVEX OPTIMAL CONTROL PROBLEMS SUBJECT TO
CONTROL CONSTRAINTS

An abstract convex opiimal control problem subject to

control constraints is approximated by a family of finite

dimensional problens denending on a parameter of discretiza-
tion h destinated %o tend to zero.

Conditions of optimality involving projections on

admissible sets for both initial and approximating problems
k are used to obtain the estimates of the distance between
appropriate optimai solutions.

It turns out that in this estimate an a priori know-
ledge of the regularity of solution to the initial control
problem plays a crucial ro‘e, and used scheme of approxima-
tion should be correlated with this regularity.

The abstract resulits are illustrated by examples of

Crank-Nicholson type approximations to quadratic optimal
j control problems for parabolic equations with boundary or
distributed control and different types of observations

/distributed, final or toundary observations/.
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VARTATIONAT TITQUALITY FC JUTARICN  AND OFTTAL CCONTROL
O¥ NONLINIAR =VCQLUTICH Q"STHHS ZOVERN®D BY TARARCLIC
FRE®™ BOUNMDARY PROBLEMS

Nonlinear heat conduction and diffusion processes involv-
in/ phase transition phenomena (e.g., solidification, meltins,
ablation, combustion) ~ive rise to various evolution free bound-
ary problens (FBP) as mathemztical models. Ovr aim is to rresent
new results concerning a broad class of these rroblems, namely
multidimensional multi-phase generalized Stefan problems, involv-
ing additional nonlinearities in differential eouvations and in
conditions of mixed type imposed at lateral (fixed) boundaries.

A formulation of the problem in the form of the followiung
nonlinear evolution wvariational inequality will be derived :

Determine y e« L®(0,T;V) satisfying

y't) 2 D.y(t)eK(t) a.». in (0,T) ; y(0) = 0 in Q;
(VI) ([o(yUKt) z=y'(ED+ aly (t),2-y'(t))- (h , 2=y ' (t))~

g(g £5(x, s)ds)(z(x)-y"(x,t))dx + ¥(z) - Y(y'(t))>» O
a.e. in (0,T) , for every =zeK(t),
where QcR®?, n31 ,%Q=rup?, A= ¢ ;
V=H(Q), V' -dual toV, <-,*> - duality pairing of V', V
K() 2 {v : veV, v=F, (1) onT™}, (u,v) ¢ g u(x) v(x) dx ,

.
14

i3

B(+) ~ a bounded overator from L2(O,T;V) into L2(O,T;V'),
a(u,v) - a bilinear form continuous on V, vw~"%¥(v) - a proper

convex weakly l.s.c. functional on V, hoeL%(D - given function.
(VI) corresponds to "BP with the boundary conditions
0 = f1(x,t) at T™=(0,7) ; D,8 + p(x)8 = f2(x,t)+q(x,t,e) at ™(0,T)

t
where y(x,t) = g 9(x,s)ds . In the physical situations ®
0

corresponds to temmerature, whereas y to the freczing index,

For the systems aocverned by (VI) some ortimal control rrob-
lems involving boundary controls ( either f, or f) will ne
considered. Questions concerning resularity of mapvin~e from
controls into state, and the structure of the sets of all t'e
states attainable will be discussed. The existence of ortimal
controls will be showvn .
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OPTIMIZATION IN BANACH SPACES OF SYSTEMS
INVOLVING CONVEX PROCESSES

Let X and U be two Banach spaces, we consider a closed convex
process A from X into U (i.e a multivalued mapping A : X —» 2U the
graph of which is a closed convex cone with apex zero). Let C and T
(the target subset) be two nonempty closed convex subsets of X and U
respectively, and f a proper, lower semicontinuous function from X
into R (the extended real line). We are concerned with the convex
system : minimize f(x) subject to x € C and Ax N T # @.

This kind of problem which is a generalization of the von Neumann
model occurs under various forms in economics and control.

For a convex process A, the conjugate process A* from V into ZY
is defined by A%y = {y/(v, -y) € (gr A)°} where V and Y are the topo-
logical duals of X and U respectively, while (gr A)° is the polar set
of the graph of A. We give conditions implying that
inf{ <u,v >/u € Ax} = sup{<y,x >/y € A*v} or in other words
<Ax, v> =< x,A*v> .

The aim ¢f the paper is to obtain sufficient conditions which
ensure that there exists v, € V such that
inf {£(x)/x € C, Ax N'T # B8} = inf{ £(x) + <Ax-t, Vo >S/(x,t)EC x T }=
inf {£(x)/(x,t) €C x T and § z € Ax such that <z - t,v, > = 0 }.
Using some results in convex optimization, we focus our attention on
relaxing the usual compactness assumptions.

Our results in particular subsume most of the previously known

results on linear systems.
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ON THE SEMI GROUP APPROACH FOR ERGODIC
PROBLEM OF OPTIMAL STOPPING

ABSTRACT

This paper is devoted to the study of the following problem :
to find a maximum solution of

t
’ui¢(t)u+]¢(s)fds,Vtio,
(m o

us

where ¢ (t) is a Feller semi-group, in C, Banach space of continous
functions on a compact metric space E, and where g and £ € C are
given.

Previous studies, by Bensoussan - Lions, Lasry, especially for
diffusion processes are contained in references listed in (1] .

In this paper, problem (l) and the continuity of the maximum
solution is investigated under additional assumptions on ergodic
properties of ¢ (t). The method is completly analytic. In some
case, the convergence of the discounted problem to the undiscounted
one is obtained.

The convergence of the discrete time analog of (1) is also con-
sidered.

Moreover, the finite horizon problem corresponding to (1) define

a non-linear semi-group S(t) (according to [2]- (ii)).

We study the limit of S(t) u when t > «e and the characterization
of the maximum solution of (1) as the unique solution of S(t) u = u.

Finally, some examples are given and some open questions related to
these problems are analysed.

REFERENCES

[1] M. ROBIN
On some impulse control problem with long run average cost -

accepted for publication in Siam journal on control and
optimization.

{2] A. BENSOUSSAN - J.L. LIONS

Application des inéquations quasi-variationnelles en contrdle
stochastique - to appear Dunod - Paris.
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AN ALGORITHM FOR THE DECOMPOSITION
OF SECOND ORDER ELLIPTIC OPERATORS®

The analysis of lumped and distributed systems whose structure
can be represented by a dependence on a small parameter ¢ has received
much attention (c.f. [1] for systems described by ordinary differential,
{2] for distributed systems, [3] for eigenvalue problems, and the
references therein).

In this paper, a second order elliptic operator with a special
structure is considered. It is assumed that its coefficients are of
different order of magnitude in various parts of a regular open subset
QCRM., First an exact asymptotic expansion of the eigenvalues and
eigenvectors is obtained and an asymptotic error estimate is derived.
Second a discrete approximation of the aforementioned operator is
outlined and the corresponding eigenvalue problem is solved. The results
are compared with the exact expansion obtained earlier. Third a
grouping algorithm [4] used in power systems analysis is described. Then
it is applied to the discrete approximation of a non-decomposed operator
to obtain an approximate decomposition of Q for which the representation
outlined in the first part holds. Finally, a numerical example of one
dimensional heat transfer in a rod is considered to illustrate the
basic concepts of this paper.

[L] P. V. Kokotovic, R. E. 0'Malley, and P. Sannuti, "Singular Perturba-
tions and Order Reduction in Control Theory--An Overview," Automatic
Automatica, Vol. 12, pp. 123-132, 1976.

[2} . Eckhaus, Asymptotic Analysis of Singular Perturbations, North-
lHolland Publishing Co.. New York, 1979.

{3] P. P. N. de Groen, "Singular Perturbations of Spectra," in
Asymptotic Analysis, F. Verhulst, Ed., Lecture Notes in Mathematics,
Springer-Verlag, New York, 1979.

[4) P. V. Kokotovic, B. Avramovic, J. H. Chow, and J. R. Winkelman,
"Coherency Based Decomposition and Aggregation of a Class of Large
Scale Systems," 8th World Congress of IFAC, Kyoto, Japan, August
1981.

*
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CALCULUS OF THE CORRECTOR FOR THE EIGENVALUE OF

A TRANSPORT OPERATOR

CEREMADE Université Paris IX and INRIA B.P. 105
78153 Le Chesnay Cédex.F.

€ 2 ,
Let us consider the following unbounded operator A on L™ (xV), with
N .
zero boundary conditions (£ is an open set of R and V a compact symmetric

set of ]RN) :

€ _ - -2
f = f(x,v) > A £(x,v) = c Eviaflaxi + € Qxf

where Qx is the Markovian generator (i.e. Qxl(v) = 0 VWv) defined by
g =gl(v) > ng(v) = f ol(x,v,w)g(w)dw - o(x,v)g(v)

With the right assumptions on O, we prove that there exists an

P 1
unbounded symmetric H; (Q) - coercive operator A such that, when € goes
to 0, we have {(with T a projection from Lz(QxV) onto Lz(Q)) :
€
et te s Ptne in Lz(QxV) vt > O,erLz(QxV)
aft At
If W and w denote the type of the semi-group (e ) and (e ), we

show that they are also eigenvalue of AE and A. Then we show that, when

€
€ goes to O, we have We -+ w and that the eigenfunction YE(Of A7), the norm
of wich is 1, satisfies Ye > Y in LZ(QxV) vhere Y is an eigenfunction

of A. At last we calculate the limit of %? (u)€ - w), and we give applica-

tion.
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APPROXIMATIONS BY MEANS OF OPTIMAL CONTROL
I'OR DISTRIBUTED PARAMETER SYSTEMS

In some previous papers[l] [ZJwe considered a way of a-
pproxima“ing solutions for models described by nonlinear e~
quations using optimal control techniques. The problem here
is to apply the method to nonlinear integro-differential moe-
del of one dimensional Vlasov plasme

i Vs -ng _f/do L/(&Ju ¢)dvy -0 )

f‘v=v:%-éi (/fd(%éi) (2)
where f meens the particle distribution. In faect, the problem
(1)=(2) reduces to the

Optimal control problem OPl. If ¥ is the solution for

the state equatiqfv p vz
—'—L“‘Tf,.ll:;—,-—r s /;:VZ___’—__&
findfeLz(ﬂ-), 2= [0,1] x[0,V]x (e, ”)1 uch that the functional
IE) =) & [ Fevoax (F €™ BT
gets minimized.

A different way of reducing (1)-(2) to an optimal control
problem leds to

Optimal control problem OP2, If ¥ is the solution for
the state equation | v 4

7 = =L “fr X Ce1hx

a’tf vH i ), fle 5F 6 X /
where T(f) = ?fz ,jw’” t)dy- , find feU , U-an appropri-
ate Hilbert space, such that the functional

sy <) Y- L (E I
gets minimized.

In the present paper we show necessary and sufficient con-
ditions for existence of a solution for OP2, numerical re-
sults for OPl and OP2 by a Polak-Ribidre version of gradient
methods and comparatively discuss the obtained approximations.

REFERENCES

l, Cl. L., Simionescu:"Computational aspects for nonlinear mo
dels",Proc.of V=-th Eurpp.Meet.Cyb.andSyst.,Vienna 1980

2, Cl, L. Simionescu:"Linearization by means of optimal con-
trol for.." Interm.J.Eng.Sc., vol.18,1980
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SHAPE SENSITIVITY ANALYSIS FOR VARIATIONAL INEQUALITIES

Consider the model variational inequality:

y = y(R) e k@ = { eenl ()| €30}
gVyV(‘P-y)dx) S;;‘(?-y)dx, Ve ex(R)
pY.

where Qc¢cR" is a domain with regular boundary 9%2.
Let Q2 £ = Tt(sz) » £t30 be a family of perturbations [1] of

the domain$2. The material derwative ¢(f) is defined in the
following way:

y(R) = 1im (y(Q,)e T~ v(R) /¢t
t 30

We obtain the form of the material derivative:

y € s® - { P e Hé(ﬁ) l Y30 on y-l(O) and
g(Ay + f)Qdx =0 }
4

(©390e -9ax 2 @@ -pis), v.nd Vee S®
[+}

where V= 7;% T, is veleocity field and rﬂ) is a distribution
on 9.

Using the form of material derivative we can formulate the
necessary conditions of optimality for shape optimization
problems for the variational inequality.

REFERENCES

1. J.P.2olesio, "The material derivative method for shape
optimization"” in book edited by J.Cea and E.J. Haug,
Sijthoff and Nordhof /to appear/.
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THE OPTIMAL POLICY FOR STOCHASTIC CONTROL
PROBLEMS WITH COSTLY SWITCHINGS*

The problem of contrel of a power system with randomly fluctuating
demand can be formulated as the control of the family of diffusion

processes

dy?(t) = n?(y2(1))dt4o 2 (y*(t))dw(r),aeR,

so as to minimize the cost a

x -c?t_a, a N c iT
= { - . - i
J Ey}[q e f (y (t))dt+e e k(ai-l’ai)}

0 i=]

where & is a finite set of regimes of the system £2 is the continuous
cost, k(a, .,a. ) the switching costs, ¢~ discount.ng factors, T, the
random times of switchings, N the total number of switchings ané T_ the
exit time of ya from a preassigned set 351", The optimum cost 1s then a
solution of a system of quasi-variational inequalities, and the optimal
switching policy can bhe determined once the optimal cost is known,

Friedman and Lions (1980) have studied the particular case of cost-
less switchings, k(a,b)=0, and have obtained criteria for the selection
of the optimal policy. In this paper we study a system with costly

switchings. Let L3=-(generator of y3)+c8I. Two of our results are the
following:
1. If there are constants ¢ and R, with c sufficiently large, such
that, for |x{>R, for all ¢fa,
£2 - M@, ac,
then for some Rf>R' if lxl>1, it is optimal to switch to regime
a,
2, In the particular case La=Lb, all a,beZ, if there are constants

¢, R, such that, for all |x|>R, for all t#a,

£f - £ - Pk, a)c,

then for some R >R, |x|>R; implies that it is optimal to switch
to regime a.

Main References

1. Bensoussan, A., and A. Friedman, "On the support of the solution of a
system of quasi-variational inequalities", J. Math. Anal. Appl., 65,
(1978), 660-674.

2, Friedman, A., and P.L. Lions, "The optimal strategy in the control
problem associated with the Hamilton-Jacobi-Bellman equation', SIAM

J. Control Optimization, 18, 2, (1980), 191-198.

* Research supported by the U.S. Dept. of Energy under contract DE=ACOl-
79ET 29244,
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A CAUTIOUS CONTROL ALGORITAM FOR STOCHASTIC CONTROL SYSTEMS
WITH ADDITIONAL BOUNDARY CONSTRAINTS.

The concept of the time-optimal control algorithm (T.0.C.},
presented in [l], has been extended to stochastic systems with
parameter and state uncertainty. The T.0.C. problem for discrete
systems with boundary constraints on the control and state variables
has been solved by means of linear programming techniques. In-line
applications are possible, since linear programming allows an
efficient computation of the control sequence. The T.0.C. algorithm
belongs to the open-loop feedback class, i.e. an optimal control
sequence is recalculated each sampling period, using measurements of
the output variables, and parameter and state estimatioms. In [1] the
certainty equivalence property has been used in order to apply the
T.0.C. algorithm to stochastic control problems. However, enforcement
of this property does not guarantee the desired performance.
Especially in the case of time-optimal control one has to be cautious
of large values of the control variables, which have been based upon
incorrect a priori knowledge of the parameters. The optimal control
strategy for stochastic systems yields control decisions which are
cautious with regard to the uncertainty in the system and which probe
the system for estimation purposes in order to decrease the
uncertainty. Mainly because of matnematical difficulties it is hardly
possible to derive optimal (dual) control algorithms. Several
suboptimal algorithms have 1lost the probing property and, these are
referred to as cautious control algorithms. By making some assumptions
a cautious control algorithm, which is quite similar to the T.0.C.
algorithm, will be derived. This algorithm does not have the
disadvantage of the deterministic design of the T.0.C. algorithm and
is cautious with repect to the parameter and state uncertainty of the
system. Because of the open-loop form of the algorithm boundary
constraints on the input variables can be added. Comparisons between
the proposed algorithm, the T.0.C. algorithm, and algorithms given in
literature will be presented.

REFERFNCES

1. J.H. de Vlieger, H.B. Verbruggen, P.M. Bruijn, "A time-optimal
control algorithm for on-line computer control, allowing
bounded control and state variables", Proc. of the 2nd
IFAC/IFIP Symposium on Software in Computer Control,

Prague, Czechoslovakia, 1979,
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SIABILITY ANALYSIS FOR LARGE
SCALE STOCHSTIC SYSTEMS

Stability properties of stochastic systems with unknown parameters
and are subjected to optimum controllers, have been the matter of many
studies (1-2). However, the need to reach at least the stable suboptimal
controller in a finite number of iteration steps (for on-line systems)

is a challanging aim.

In this work, stability analysis (based on Lyapunov's an method)
is carried out for the class of stochastic systems that can be identified
by linear multi-dimensional regression models, and are subjected to
optimum controllers that minimize the conditional mean of a quadratic

cost function (Minimum Variance Control).

Additional interest is devoted to the weighting matrices of the
quadratic cost function. Computer simulation showes that a particular
choice of the initial norms of these matrices can speed-up the convereg-

ence to stable region of operation.

REFERENCES:

1- Feldbaum A.A, "Optimal control systems "Academic press, 1965.

2- Peterka, V., "Digital control processes with Random Noise and
Unknown Parameters. "D.SC work, 1975,

3- E.E. Zakzouk, "Design of stable suboptimal controller using

Regression Models "Irria conference, Paris,
France, 1979.
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RELIABILITY OF STOCHASTIC CONTROL BASED ON DECISION HIERARCHIAL
MODEL AND MOVING AVERAGES PROCESS

Most of the existing literature treat the scatter of the observational data,
arising from single stage of systems hierarchy ignoring the influence arising
from different decision 'hierarchial levels', This results in an increased amount
of scatter. The analysis of 'genesis' and the 'information contents' of these points
would show that these data points helong to various 'topological surfaces' associa~
ted, with distinct 'decision node'(lovel}. Pattern recognition' would clearly indi-
cate the 'true nature' of the 'structuring of the data points', 'Curve fitting approa-
ch' for generalisation of certain processes or systems for establishing of certain
'algorithms' will not give 'reproducible' results.

The other consequence of neglecting the 'decision hierarchies' as an essential
features of the system hehaviour, would be that the 'data set' acquires a 'moving
averages' character. The scatter would loose its meaning, due to changes arising
from different hierarchial levels. Set of observations, ignored as extreme outliers,
may happen to be a point (event) deciding the fate of the system, Logically ignoring
the 'hierarchial effects' make the data to depart from the central limit theorem,
and have 'skew-symmetric distribution', White noise assumptions for deconvolving
the data are not valid under these conditions,

Reliability of computer programming vis~a-vis of the algorithm depends on
the 'apriory' information about, program graphs, identified set of paths, resolving
array reference ambiguities. Pattern recognition system reliability, depends on
the upper bound on the probability of misclassification in terms of the affinity. A
distribution free upper bound can be derived, for the Bay's probability of misclassi~
fication in terms of K.Matusetas mecasure of affinity of several distributions for
the multi~hypothesis pattern recognition problem. For the two~class problem the
bound reduces to the H,Hudimoto ~ T ,Kailiath co-efficient in terms of the A.
Bhatacharyya co-efficient. It is also possible to derive .upper bound which is
independent of the priori probability of the pattern classes in terms of Toussaint~
Godfried T .Rating and ranking of multiple aspect alternative under fuzzy environ-
ments. Multiple alternative decision problem under uncertainty can be handled by
computing membership functions of fuzzy sets induced by mapping. The concept
of 'perpetual classification' is introduced which defines and redefine strategies
under dynamic programming. 4adhe's ideas as modified by Koezy, since some
lattice = axioms become deformed into inequalities, while a possibility presents
itself to introduce new inverse operation, which can be solved by defining the R~
fuzzy algebraic structure (a special case of the general ideas of fuzzy sets given
by Goguen), Class stability in perpetual classification under the considerations is
presented. Petrinet nets present the best possibility to analyse such situations.
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ON LINEAR-QUADRATIC-GAUSSIAN CONTROL OF SYSTEMS
WITH UNCERTAIN STATISTICS

The design of optimum decision and control procedures for a linear sto-
chastic system requires an accurate description of the statistical be-
havior of the system. However, because of nonideal effects such as non-
stationarity, nonlinearity, and other modeling inaccuracies, there is
always a degree of uncertainty in such statistical descriptions. A useful
approach to design in the presence of small modeling inaccuracies is to
use a game-theoretic formulation in which one optimizes worst-case
performance, and this approach has been applied successfully to manv
aspects of decision and control system design. Ina recent paper [1], two
of the authors have applied this approach in considering the problem of
designing linear minimax-mean-square-error state estimators for linear
systems observed in and driven by noise processes with uncertain second-
order statistics. In particular, it is shown in [1] that, for two general
formulations, such estimators can often be designed by designing the
linear minimum-mean-square-error filters for least-favorable pairs of
noise spectra or covariance matrices.

In this paper, we consider the analogous problem of minimax linear-
quadratic control of systems with uncertain second-order statistics. In
particular, we consider the control of linear multivariable systems with
white process and observation noises of uncertain componentwise correla-
tion and variance. It is shown here that, within mild conditions, this
problem can be solved by designing an optimal control for a least-
favorable model, although the model which is least-favorable for control
may not be the same as that which is least-favorable for state estimation
for the same type of noise uncertainty. However, it is also shown that,
for uncertainty in either the process or observation noise only, a given
minimax linear-quadratic control problem does have the same least-
favorable model as does a particular minimax state estimation problem with
a weighted-mean-square-error criterion. Thus, as might be expected, a
limited duality exists between these two problems. Another phenomenon
which is shown to be associated with minimax control is that the separa-
tion principle which separates the problems of optimal control and optimal
state estimation is not necessarily valid for minimax control and minimax
state estimation. In particular, it is shown that, although the minimax
control law is independent of the minimax state estimator, the reverse is
not true. Several other aspects of this problem are also considered in
this paper, including a detailed analysis of the specific example of
controlling a double-integrator plant with uncertain process noise
statistics.

[1] H. V. Poor and D. P. Looze, "Minimax State Estimation for Linear
Stochastic Systems with Noise Uncertainty," IEEE Trans. Automatic
Control, Vol. AC-26, August 1981.

*This research was supported in part by the Joint Services Electronics

Program under Contract N00014-79-C-0424 and in part by the Office of
Naval Research under Contract N00014-81-K-0014.
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A LIAPUNOV-LIKE CRITERION AND A FIRST-PASSAGE
TIME PROBLEM IN NON-LINEAR STOCHASTIC SYSTEMS

In this paper, we attempt to develop a Liapunov-like criterion to
evaluate an upper bound for an important probability related to the finite
time period stochastic stability, i.e.,

sup . YoV
P[;e[T],TZ] Vix(t)) 2 %J for T<'Ty<'T, (*)

where V(x) is some suitabie function related to the generalized energy or
the envelope of the solution process generated by the non-linear Ito
equation,

dx(t) = f(x)dt + G(x)dB(t), x(T ) = x|

It is well known that a powerful tool in the stability study for non-
linear stochastic system has been established by Bucy and Kushner, that
is, the so-called stochastic Liapunov method. The method relies heavily
upon the property of the positive supermartingale to the diffusion Markov
process.

We present another Liapunov-like criterion in this paper, so that we
may evaluate an upper bound of the probability (*) by directly applying
the Ito's differential rule to the non-linear function of logV(x), instead

of the supermartingale inequality applied by Bucy and Kushner,

It is shown, in the sequel, that the two conditions for a Liapunov-
1ike function V(x) guarantee interrelation between the objective prob-
ability and the first passage time probability. The evaluation of an
upper bound of the probability (*) ‘s reduced to the problem of the first
passage time for a scalar Wiener process with a drift that we can exactly
evaluate.
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An Algorithm For a Specially Structured LP

An iterative scheme for solving a class of LP s whose
coefficient matrix is an edgeevnode incidence matrix is pre-
sented. At each iteration a max flow problem on a bipartite
graph is solved. Computaticnal complexity of the algorithm
is shown to be of the order O(Rn3), where R is the largest
entry in the r.h.s. vector and n is the number of nodes in
the graph. In pvarticular we consider problem on G = [N,E] of

he form

LP[G; T ] Min % cp U,

s.t. uy +ug > Toq ¥(p,q) ¢ E, ug 0¥pe N

Let T ={rpq}and (i) ={rpq (1)} , where Thq (1) is the
updated requirement at the i-th iteration and Rl’ RZ be the
highest and the next highest numbers in the right hand side

vector at the i~th iteration, then r, = -Rl - R2‘

The subproblem to be solved at the i-th iteration is

LP [ci : rie] Min I cp Yy

s.t. u, + Uy > L_ril, (p,q) € Gy upzp ¥pe Gy

where | r; | denotes the largest integer less than r,,
Gi is the subgraph of G containing all those edges of G, for

which the updated requirement is equal to R;. Let u({)
denote the solution of LP[Gi, rie]. Then

and

'bq(i+l) = max (rpq(i) - up(i) - uq(i). 0) ¥ (p,q)
Dual of LP[Gi; rie] can be reduced to a max flow problem
on a bipartite graph and can be solved efficiently.
Let k be the number of iterations at which r(k) = O,
then we have shown that the optimal solution u to LP[G; T]
is given by

u = u(l) +u(2) + .... + u(k)
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ALGORITHMS FOR SOME SIMPLE CONTINUOUS LINEAR PROGRAMS

In recent years, considerable attention has been paid in the
literature to linear programming problems formulated over infinite
dimensional spaces. Most of this work has been aimed at understanding
the duality structure of such problems. This paper is concerned instead
with algorithmns for the solution of some simple members of this class,
These problems are continuous versions of various classical finite linear
programming problems, including the network flow problem and the
transportation problem, We shall describe a number of problems and
review work to date on solution algorithms for them. These problemns
include the following.

1. Time Continuous Network Flow Problem

We wish to maximize the total flow over a given time interval
through a network having storage capacity at the nodes and time-
varying arc capacities. An algorithm has been developed for this
problem and implemented in the case of piecewise linear arc capacities.

2. Space Continuous Network Flow Problem

This problem is to maximize the flow between two points in a space
X, subject to capacity constraints c(x,y) on the amount of material
allowed to flow between any two points x and y in X, and a mass
, conservation constraint at each point.

3. Mass Transfer Problem

& In its simplest form, this is the classical “cutting and filling"

) problem of transferring material from some space X to some space Y when

: there is a cost function c(x,y) for moving unit amount of material from

L x in X to y in Y. An algorithm based on the transportation algorithm
will be described for one version of this problem.

4., Time Continuous Transpcrtation Problem

This problem is to supply at least cost some given demand at n
destinations from m sources over a given period of time. Storage is

allowed at the sources or destinations and the transport and storage costs
vary with time.
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A Monte Carlo algorithm for global optimi-
zation based on a Bayesian stopping rule

Monte Carlo algorithms in which the objective function is eva-
luated at points randomly generated in the search domain, are
now widely accepted as effective tools for optimizing multiex-
tremal functions. The crucial vpoint of algorithms for alohal
optimization is the design of a sensible stopping criterion.
Due to the lack of characterizations in finite terms of alohal
optima, stopping criteria are forced to be of statistical na-
ture. Given a mesurable function f defined over a set S, the
one variable function F(y)=meas(x:f(x)gy)/meas(S) is such that
F(y)=o0 when v is smaller than the essential infimum f*of f.
Thus in principle, one could test whether a certain value ¢ of
f is close to f* by testing the condition F(§)<e for a suita-
bly small e>o. As F(y) is the distribution of the random varia
ble Y=f(X), where X is a random point in S, tests about F(9)
can be developed in the framework of statistical hypothesis
testing. Tn this vaper an algorithm is presented in which a
clustering technique on random generated points, ranked accor-
ding to the corresponding value of the objective function, is
used to start local searches from good starting points; the
best obtained value is tested to be an approximation to £*, in
the sense described above, in the framework of Bayesian stati-
stics, by means of a statistical model of the function F. The
test allows to incorporate a priori information about f*as
well as a precise balance between accuracy and computational
effort. The performance of the algorithm is discussed on some
standard test problems.
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ENTROPY OPTIMIZATION VIA ENTROPY PROJECTIONS

Linearly constrained entropy optimization problems may arise when some
model is described in a statistical environment and a solution which is
most objective or maximally uncommitted with respect to missing information
is sought for. Such problems arise in various fields of applications.

In this paper we deal with the problem of entropy optimization over
interval constraints, i.e.,

n
min } x, ln x,
j=1 !

subject to ¢, < (a™ x> ¢b., i-1,2,...,p, and x 3 0,

and propose a method which employes non-orthogonal entropy projections
which are defined as follows:

DEFINITION: Given a hyperplane H = {x € nf’l(a,x) = b} and a point
z € R", the system

. =z, exp(la.) , j=1,2,...,n,
Y; 3 xp( J) j
(a,y) =1

produces a point y € R" and a scalar ). y is called the entropy pro-
jection of z onto H, and A is theassociated entropy projection parameter.

Based on the method for interval convex programming proposed by Censor
and Lent [1], we introduce here an iterative primal-dual algor thm designed
to solve the problem of entropy optimization over intervals via successive
entropy projections onto hyperplanes.

REFERENCES

[1] Censor, Y. and Lent, A., An iterative row-action method for interval
convex programming, J. Opt. Theory and Appl., 34 (1981), pp.321-353.
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NONSTATIONARY SIMULTANEOUS OPTIMIZATION AND IDENTIFICATION PROCEDURES

This report concerns problems of optimization with unknown time-
dependent parameters, in particular, stochastic programming problems
with partially unknown distributions, Let us assume that we are given
the functions

fo(x,z), fl(x,z), xGXg]Rn, zéZg]ﬁRk

and a sequence of unknown k-dimensional parameters z*(s) €Z. For an
arbitrary given sequence of "control" variables x°,x!,...,xS,... it is
possible to observe the l-dimensional sequence ho,hl,...,hs,..., such
that

1 = g(x%,2%(s)) ,

1
E {hslxo,x yeons¥
where the function g(x,z) is known., The problem is to create the
sequences of control variables x’,x!,..., xS,... and "estimates" 2%, z',
eesy 25,,., of the unknown vectors z*(s) such that

1im [£0(x%,2%) =min { £0(x,2%(s)) | £ (x,2%(s)) > 0, xex}] = 0

8§ >

A general iterative procedure for obtaining such sequences is based on
using nondescent methods of optimization, In the simplest case, when
fl(x,z) =0, X = RN , z*(s) = z*, g(x,z*) =z*, yhen the objective function
f%(x,z*) is a differentiable function with respect to x, and when for
given x,z the information about the gradient f%(x,z) is available, the
pronosed procedure becomes the iteration

s+1 s 0, s s
X =x-£rsfx(x 22 ), s=0,1,.,..

where zS is an estimate of z* such that zS +z* with probability 1,
Principal difficulties with the study of the convergence of such proce-
dures are connected with the choice of Dg. There is no guarantee that a
new xS*! will belong to the domain of the smaller values of the functions
£0(x,2%), t >s+l . The report discusses nondescent rules for choosing pg
for the general problem with nondifferentiable functions,
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PIECEWISE LINEAR PROGRAMMING: BLOCK DIAGONAL PROBLEMS

Piecewise Linear Programming {P.L.P.) can be seen as a set of opti-
mization techniques of piecewise linear functions (convex or concave)
defined over convex sets. These techniques can he seen as an extension of
the technique developed for linear programming.

Generally, piecewise linear programming problems are stated as:

N

n n
Min{F(x) = £, (x, .. (x,) € 8., . . € B., i=1,2,...m
in{F(x) jzl 5% /J_Z;l Ry (%)) € Bpy 0y € xp € B, i01,2, }

where fj(x-) and gi-(xj) are piecewise linear functions. A block~diago-
nal strucgure probiem with coupling constraints, where all the con-
straints are linear - Block Diagonal Piecewise Lirear Programming - is

studied here.

A primal method for solving the problem is presented, as an exten-
sion of the generalized-generalized upper bounding (GGUB) technique. A
dual method is also presented, showing that the Rosen method extended
to the block diagonal piecewise linear problem is a variant of the tech-
nique proposed here. Algorithms for both methods are described. It is
shown that an optimal solution, if one exists, is found in a finite num
ber of iterations (under nondegeneracy).
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RESOLUTION OF A QUADRATIC COMBINATORIAL
PRCELEM BY DYNAMIC PROGRAMMING

The problem of arranging heliostats on the collector field of a
solar central receiver system can give rise to the following quadratic
i combinatorial formulation :

Maximize X'P X Subject cotxtxgm
With X = (x],...xi,...xn) and i€(l,..n); X, = Oor 1.

We compute average intrinsic efficiencies of each location (p..)
and average interaction rates due to shadow effects for each pair o
heliostats (-p..). Then we want to optimally choose a maximum of m helios-
- tat locations éﬁong n possible ones.

. . * ..
For finding the optimal vector, X , we propose an original approach
based or dynamic programming.

The problem is divided into m stages. At each stage j, for 2<j €m,
we calculate n objective functions associated with the n possible deci-
sions "X.=1 at stage j", the previous assignment policy from 1 = | to
1 = (J~1) being the optimal one.

Let f£.(i) be the objective function at stage j for decision Xi=l.
We have :

£, =py
and for 2 gj gm, fj(l) = py; * Max (fj_](k) 35S (P;1*P;))
k 1¢Lj_1(k)

We denote Lj—l(k) the set of (j-1) nodes chosen by the optimal poli-

f cy for which "Xk=l at stage (j-1)".
The choice of k‘ such that
. »
By =gy ¢ £ (D v 2y ¢opyy)
1€L. (k)
3-1
is restricted to the set o) nodes k for which i¢Iﬁ-I(k)'

Finally, information of the optimal vector, X®, is contained in
Ljﬁ(i’), the pair (i*,j*) being such that :
fi.(i’) = Max £.(1)
: ie(l,,n)
je(1,,m

This method is very easy to implement. It has excellent performan-
ce in terms of memory size and computing time.
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TOWARDS A GENERALIZET SECOND-ORDER DIRECTIONAL

DERIVATIVE FOR CONVEX FUNCTIONS.
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For a lower-semicontinuous convex function f , the approximate
second-order directional derivative (d,¢&) fg (xO ; d, 3) is defined
through the e-directional derivative fé (x ; d). The function

. . . TN
X  r— fé (x ; d) is, for all =~ > 0, locally Lipschitz on dom f and,
at those points where it is not differentiable, it admits a directional
derivative
' « - ' -
fe (x0 + 08 ;3 d) f€ (x0 ;)

g

lim
0+O+

which is precisely fg (xO ; d, 3). Our aim is to study the existence
. . + .
or non existence of the limit of fg when € — 0 . This approach

leads to results of the following kind :

. f" (xO ; d, d) = lim f: (x0 s d, d) = O for functions
+
-0
like the polyhedral ones,

o

I~

. lim fg (xo ; d, d) exists at almost all X, € dom f and
-+

e~+0




coincides with the second derivative of f at X, (in the

Alexandroff's sense).
The difficulties which arise . - defining f" (xo ; d, d) at
-]

P — .
all X, € dom f are discussed.
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THE STRUCTURE AND COMPUTATION OF
SOLUTIONS TO CONTINUOUS LINEAR PROGRAMS

The continuous linear programming problem of the form
T

maximize j c(t) x(t) dt
0

t
A x(t) < b(t) + J K(t,s) x(s) ds
0
subject to x(t) >0, =x(t) €R", b(t) € R", c(t) € R"

is investigated. Basic solutions are defined in analogy with the finite
dimensional case. Not every feasible extreme point is necessarily basic,
however, under appropriate regularity conditions it is shown that
extreme points of the feasibility set are indeed basic.

Duality theory and parametric linear programming techniques con-
stitute the primary tools of this analysis. Feasible trajectories
through the state space are studied as they pass through elementary
cones into which the state space is partitioned. Switches from one
basis to another are classified as primally or dually induced depending
on how the trajectory passes through the boundaries of the elementary
cones. The complexity of solutions is characterized by the structure
of the basic solutions, i.e. the basic indices, and the order in which
switches occur.

A generic class of continuous linear programs of simple structure
is introduced as normal problems. Complementarity relations such as
complementary nondegeneracy and complementary smoothness are exploited
to characterize solutions further. Finally, for this class of problems
it is shown that the number of switches is finite.

An algorithmic construction for simple solution structures is
presented and illustrated by several numerical examples.
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THE SIMPLIFICATION OF MULTIDIMENS IONAL
EXTREMAL PROBLEMS ACCORDING THEIR STRUCTURE

There are great dificulties in solving extremal pro-
blems of high aimensionalivy uccurately, particularly in
nonconvex causes. :lowever, freqguentiy we may separate a rela-
tively 1little part of the main variables.

The structural characteristics [1] of the extremal
Problem may be used to evaluute the average simplification
error. Iu order to simplify the probiem in tne best way it
is sutficient to select the variables and their interacticns
with the largest structural characteraistics. An algoritmm
and computer prograr for the separation is developed
(prograrming language gORTRAII, computer BFESI-6).

Investigations of test nroolems show, that the analysis
of a problem perore solving it is etficient in many real
cases,

In particul=zr, vie suppose that the results of evalua-
tions of the ouvjective function f(xl....,xn) in some random-
ly uistributed points of the cube KM are known. We cousider
the evaluation of simpliticetion ersors on the basis of the 1
snalysis of these results.
We use tiie uaecomposition ulf objective function to
ortoxgonal components of cifferent liuensiouality
fil...is(xil"“’xis)’ 8=1ly...9n. Lhe term "structural cha-
racteristics~ is usea to denote ihe cuuracteristics of the
aispersion of tnese¢ compcnents:

~

2
Dy1.. .is=_HIi1. RETICITETRRYE 290) b " UPERL T
Kn

REPERENCES

1. V. Saltenis, J. Radvilaviliute. " .. the separation of
rmain veriables in extremal problems", Teorij. ont‘mal-
nych reshenij, viluius, No. 3, 1977, (in Russ.)
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A CLASS OF DIRECT METHODS FOR LINEAR SYSTEMS

We present a class of direct methods for determined or
underdetermined linear systems which is a generalization
of methods presented by Huang, Rosen (in the context of
gradient projection}), Brent and Brown (in the context of
nonlinear equationsi. The class contains free parameters
which can be chosen on ground of optimal conditioning anad
scaling. We conjecture that algorithms exist in this class
with computational complexity no greater than Gaussian
elimination. Numerical experiments show that methods in
this class outperform Gaussian elimination with complete
pivoting on 111 conditioned problems.
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ON THE LEFFICILHNCY Or 30ME GLOBAL OPTIMIZANION ALGORITHMS

We deal with the problem of mininization of the multi-
extremal functions., The Bryesian (optimal on the average)
methods [1, 2] have appeasad to be helpfuli in the solution
of this problem. However, the application of these methods
was restricted because or the supplementary computations:
the loss function @' was minimized by the iterative proce-
dure to plan the next point x* i1in which the objective func-
tion is evaluated. We now study an effective method of
branches and bounds for the minimisation ot the loss functim.

In particular, we consider the nronlem:
rinimize {f(x):x €D cr™}.
The loss function Y * such as in [3] is investiguted here.
We got such bounds of the number of operations P for the
Bayesian algorithn:
0(1(n+1)) € P £ 0(1% n), l=max i.
he results of 4’1 minimization arc generalised for such a
problem of global search:
min - max ees min max z(jl.....am)

lsgmsnm lst—l$nm«l lsgzsud lcalgnl

For this problem P=0( [ n,) in the worst case ana
lcken

P=0( n, ) in the best case, respectively.
1€j¢ Xmal)/2[ 3

REPFERZNCES

1. Tockus J.B. On Bayesian lethods tor Uceking the Ixtre-=
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REFERENCE POINT MULTIPLB CRITERIA OPTIMIZATION
- IMPLEMENTATION AND EXPERIENCE

The reference point approach has been developed by Wiers-
bicki in the series of papers and reports (see[1]). This
method, being the generalization of goal progreming develo-
ped by Geoffrion and displaced ideal method developed by Zé-
leny joins together the best properties of doth approaches,
eliminating similtaneously their weak points. From authors

" experience follows that this method is one of the most sui-

table for solving multiple criteria decision prodlems:

- it applies to convex and nonconvex cases

- it can easily check Pareto-optimality of a given decision

- it can be easily suplemented by an a posteriori computa-
tion of trade-off coefficlents for the objectives

- 1t is numerically well-cenditioned and easy for implemen-
tation

- the concept of reference point optimization makes it possi-
ble to take into account the desires of a decision maker
directly, without necessarily asking him about his prefe-
rences

- it is specially suitable for interactive decision making.

Two efficient implementations of this method are available
at IIASA - first developed by Wm.Orchard-Hays for IBM compu-
ter, the second developed by the author is a portadle, For-
tran written program package which can be used with every

] computer eqiupped with LP system with MPSX input format.
Currently at IIASA this system cooperates with MINOS LP
package developed by Murtagh and Sargent.

Both packages have been applied in projeots being now per-
forméd at IIASA - energy project, wdter resources distribu-
tion, industry development strategy, development forest and
wood industry. Existing experience has shown applicability
of the method for solving practical multiple criteria deci-
! sion problems,

— T e

e
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PHE BAYES 1AL “PPRCACH w0 GLOA L OPLTIMIZATION

vne of tne imporwant and difricult problems in computer
aided design is how to find the best decision. In many cases
it can be reduced to gloral optimization problems when tne
minimum of rmultimodal fuiactions should be found., Usually it
can not be aone using conventional numerical methods of op-
timization which yuarantce some fixed uccuracy levelr. There-
fore a heuristic spproac1 is often used, which works reason-
ably well in many pnrac.ical situations but has no mathemati-
cal justification.

In this paper a new approach is discussed when average
deviation is consiuvered. 1he function to ve minimized is re-
garded as a sample of randon funcuvion., The procedure of
search is defined which ninimizes the averuge deviation from
tine giobal minimun and so is optimal in the Bayesian sense,

rne main objection %o the sayesian aonrouch is the
doubts about the existence and an arbitrary character of the
a priori distribution. Therefore ia the paper the conditions
are given when the Buyesian methods converge tu tne global
minimum of any continuous function. It is also proven that
under some simple and natural assumptions concerning the re-
lations of subjective lilelihood there exists a random func-
tion whicn agree with lilkelinood reciations.

T'he pacikage of KFORYRAT nrosrans is prepured and used to
nntimize the set of aiftrerent test functiona. whe results
ucre comnpared it alternetive approaches.

rhe results of engineering applicutions in the design
ot opiirmal vibromotors ari the most thermostablie polymeric
corpositions are mentioned.
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MULTIPLE OBIFCTIVE  wivrZayton Wil ARPPTICATION  IN

1 DISTRIKUTION o LT REeGERCE 5

In designing a control systen (00 rakine a dedision on control systems)

very often there are manv,asusiy oo arenle ot even incompatible

performance objectives to be satistici.}r c-uarpie ., ihe most important
criteria are the level of profit tie i.oei of investment and the technical
criteria.Consider the roliowiny multicriteria vrocranming problem

r max z‘=J,(x),....,max AN Y I N R ,.,.,:l(x1=0,2‘(x))0....
gm(x);O.The general multipie obicotive oot iiviri s jyrobien is solved by

1 transforming them into sinslc o Te o1 i st o arohlems with all

! but one of the multiple objectives ~ovvorted too proner equality censtrain

ts.It is shown that Lagranze multspiters,which are intermediate by-pro=-

ducts in the process of solving i tect e constrained optimization

problems(by analytical or nuneri -al boonn bhe offectively utilized

for testing/verifying,whether the oF oot onvorted equality constraints
are proper or not.Several usctu’ necoessary niosuttlcolent conditions for
properness are derived and exprosce oo corvie of Tapraace nultipliers.,

These necessary and sutticic it o, -~ i sicrived using no conve-
X1ty or concavity assumptions Thoow e 0000t o ceperal analvtical
characterization of Parcto=ontic ol ob i -5 gs woll 42 “or numerical
generation of Parct.-opti~i, - 1 . coo Tt sethous,vrimal~dual mth-
ods,and Hestenes—Powe¢li~Roobaic. 0 -~ s v it iters. The theory
developed are uatilized hy Lo o 00 otiLhet s nerev resources,

We are considering thot ntill- . Cit oAb o osveters of A rencewal
resource sets as:blomaa< ac iIan, s . 5 bn i et einerpy leads to great
savings.The optimizing probles 0 oo oot < dicerns hoth the primary
resources modelling,alse the sto- o . oo oy 0 nvstems,a.s.0, The
two—step optimization is to b ol o< o s Teont g svstem and at
the level of emploved privave reo v 00 h o virs and seusitivity pro-
blems subjected to randor paramer. o o o 0 b L onstdered.First the
configuration of the sveter o 0 0« it st oof the ensem-
ble is determined and satiate L A T A FE S )

1
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An exact Jet-u.. Coul voul Progroiuiin,, prousleis solution
2l roritin

Tne pur;ose ol tre aprcr is to present another for ulatio..
and solutiorn =1 oritiv. to tne sz2t-u; .roduction cost . rocion.,
Tz ocost iunetior iz sscuned to e w sue of get-up cost irnue-
pendent on production scale and fixed unit cost,. lespite
seeidln;, jreaoiinant lincepity ol o proweles the very decision
"to produce or not o produce’ nakes thie LP ond LGP gingloex
vuased al;oritnies unagg liceovle due to nonconvexivity oif tie
fessible solution crea. ine paper presehnts @ method o1 enadli-
cing simpleon «l.critii. in order to cope witih sct-up colts.

A Linear Uowl ro. . romein., proolen. is fToriulated ws follows:

vinicize tiae J(r,: ) oal unachievenent vector tunction
wesuLin.,, lexico rapnical order of conmponents,

. . Zia S n 2in .. - - - = i L
wnere Gt :‘+ - :, b .i+--—> .:+' s 1= [n,p]; My o :t+——> .;+;
Ny wi'e vectors o4 Lhie disteance variables wetinco oy

fi(x) LS TP far il o= 1,2, 400,043

i
o (i, ) S . ror . = 1,2 eeeySy fi,;, - lincur functicng
138 FES

yne Linceur ool 2o aouwadns Sct-Up Coot provlein intrediicus
itollowin:, nouiliiction:

o L0 X, = U
ri.x. = o
Y S, .+ IY.x, Jorx.DO
1, 15 g J

Any decioion wvardicibl: o for walch tihwer:s cuist ¢ ,ositiv:
¢y . coeiiiciviy 15 to e diilled tiwe sebl-u; verdiable. ..o o1 vicd
order relation fwoan,; frasible sclutions is to be introducsd
in the followirn,; wway:

x § = <5f SOC every set-ups variusvle x|
had J
/1. €Lise of w / = [/ x.€ sase ol x' [/
J - V)

the relation = derinee s € A€ Tactorizes lewsible wcco
into convex, comecieu Sews, The wl,orit:s. rojosed in the
paper searcrnes ..¢ lactor-fewsible solution sets in particular
oruer and periorns ¢ Lul’ optimization of cacli usin,. known
Silmplex vased ¢l orithe.,. "o o that it i} loyes the discrimi-
native optindaicion conicelt, The best wion cquivalency cluause
onLina Lo tee o tiwel .olution Lo Law iven oset-=u, coulbl t0L=

l¢ri.

. 201 to DTIC does not
. ot fully legible reproduction
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DESIGN CENTERING OF TIME INVARIENT LINEAR SYSTEMS

If the system transfer function is a bilinear function in each desi-
gnable parameter, gain or phase specifications can be written in the fol-
lowing biquadratic form

Aj + 2Bj¢ + Ci¢?
ej(¢) = S L 12 >0, i=1,2, ... ,m
1 + 2D3+ + Ej¢

Feasible intervals I; for each specification ej(¢) is derived in
the general case when real poles in ¢exist. Honce, the overall feasible
interval is found by the intersection of these intervals.

Centering is achieved by one of the following algorithms(l):
1. One parameter at a time
2. Pattern technique
3. Modified pattern technique (Involve a combination of the above
mentioned algorithms).

The pattern technique presented is a modification of the Hookeand
Jeeves method originally designed for unconstrained optimization.

An example of design centering for an LC low pass filter is pre-
sented. New approach for the design of a compensator including system
gain and phase margin constraints, as well as constraints on the quality
factor of the compensator elements is also presented.

REFERENCES

1. H.L, Abdel-Malek and M.A. Abo-Hasswa, "Applications of biquadratic
models in design centering', Furopean Conference on Circuit Theory
and Design, (Warsaw, Poland, 1980).
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ASYNCHRONOUS PARALLEL SEARCH FOR
GLOBAL OPTIMIZATION PROBLEMS

The develoament of suitable alqgorithms that can take advantage of the com-
putational €facility of multipbrocessor systems, exvected to be soon availa-
ble to the general user, has been recentlv gaining increasing attention.

The numerical solution of glohal optimization oroblems, which is in most
cases prohibitively exvensive on a serial machine, can substantially pro-
fit fram a varallel comouting framework.

In this paper a class of sequential search strateqies is assumed, which
can be shown to be step-wise optimal: parallel algorithms are then con-
structively defined by the simultaneous execution of a mawber of those
strategies, introducing critical sections in order to allow interovrocessor
commnication.

Several parallel algorithm architectures are considered in this framework,
with and without syncronization, and with different scheduling vnolicies
for the access to the common memory: their relative merits have heen camoa
red using a FORTRAN program that can simulate the execution of the paral-
lel algorithm.

The results as yet obtained seem to irply that, also in the solution of
global optimization problems by search strategies the structure of the al-
gorithm has to he loosened into a stochastic framework to avoid synchroni-
zation penalties and exoloit fully the multiprocessing features.

A general analysis of the resulting parallel algorithm is rather difficult:
the tools of order statistics and queueing theorv, and simple probabili-

stic assumptions about times of comoutation and access to the common memo-
ry enable to obtain some basic results that show a aood aqreement with the
simulated verformance of the algorithm.
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A MULTIPLIER ALGORITHM FOR LINEAR PROGRAMMING

WITH A SUBSIDIARY CONSTRAINT

We describe a multiplier algorithm for solution of a general linear
programming problem subject to a linear subsidiary constraint. Our
approach is motivated by considering linear programming problems of
special constraint structure, such as the transportation problem,
with a subsidiary constraint. The subsidiary constraint is imposed
via a multiplier term added to the ohjective to create a parametric

objective problem which retains the constraint structure,

Using results on parametric objective linear programming due to
Gass and Saaty we prove that, in the absence of degeneracy, the
sequence of adjacent basic feasible solutions generated by the
algorithm is monotonic and finite. We explicitly treat the possi-
bility of unboundedness of the parametric problem and illustrate

our results with an example,
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A PROBABILISTIC APPROACH TO THE MINIMIZATION OF STOCHASTIC FUNCTIONS BY
SEQUENTIAL, NEAR-CONJUGATE SAMPLING

We consider the problem of minimizing the convex function £(x) when
z=f(x)+e 18 observed. In order to achieve an efficient algortihm we
hybridize ideas of conjugate gradient algorithms [1] and stochastic
function minimization [2). We maintain the orthogonal projection method
hiut relax convergence reqirements, e.g. we require only convergence
Mith probability P=l-eps (0<eps<l) into a region G around the minimum of
"£(x). Under these conditions estimates of G for given P can be found.

Efficiency of this method is achieved by the particular way in
which sequential samples z are drawn: when determining a new direction,
conjugate to the subspace spanned by previously determined directions,
the acceptance depends on a statistical test. When this test is failed
the solution may be refined by orthogonal projection and by increase of
the finite difference, depending on another statistical test,

The main advantages of this method over other currently available
methods are summarized by:

1. Avoid accumulating uninformative samples when computing
the Hessian H, as it occurs in conventional "block sampling";
instead find robust estimate based on most informative,
sequentially drawn, samples.

2. Obtain Hessian in factored form.

3. Eliminate ridge problem.

4. Provide "on-line" evaluation of efficlency of procedure,
give diagnostic warning when problem too "high-dimensional”
for the estimated observation noise e.

5. Natural termination of procedure when converged in estimated
region G with estimated probability P=l-eps.

6. Adaptive choice of finite differences.

7. Avoid certaln factorization problems of Hessian
during iterations by restriction to suitable subspaces
of variable dimension.

REFERENCES

1. Fletcher R., Powell M.J.D., "A Rapidly Convergent Descent Method
for Minimization," The Computer J., Vol. 6, pl36, 1963.

2. Dvoretzky A., "On Stochastic Approximation Methods," Proc. 3rd

Berkeley Symp. Math., and Prod. (J. Neyman ed.), Univ. of Calif.
Press, Berkeley, Calif., pp39-55, 1956.
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QUASI-NEWTON METHODS WITHOUT PROJECTIONS
FOR LINEARLY CONSTRAINED MINIMIZATION

Quasi~Newton methods without projections for lLine-
arly constrained minimization are extensions of quasi~Newton
methods without projections fer unconstrained minimization
proposed by Luk$an /4/ which sre modifications of methods
proposed by pavidon /1/. The product form relations are used,
so that the iterations have the form

x* = x+oas, s=-53, T=s'g (1)
with special updating of a matrix S. Here x is a vector of
variables, g is a gradient of the objective function and o
is a steplength.

The active set strategy is used for Linearly constrai-
ned problems. The Linear manifold defined by active con~
straints is represented by QR factorization of a matrix A
whose columns are normals of the active constraints and by
a non-orthogonal matrix § used in (1) . This new approach
is 8 combination of both approaches proposed by Ritter /5/
and 6Ll and Murray /72/. The matrixs satisfies the relation

s’(s’) T ) ssT _ ssTaaTSST (2)

a’ss’a

after adding the constraint with the normal a. Relation (2)
is essentially the same as the relation proposed by Gold-~
farb /2/ for his metrix H,

Implementation of quasi Newton methods without pro-
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jections gives an efficient algorithm for solving Lineartiy
constrained minimization probleams.
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AN EFFICIENT ALGORITHM FOR ONE-DIMENSIONAL
CONSTRAINED MINIMIZATION PROBLEMS WITH
NONSMOOTH CONVEX FUNCTIONS

We give a rapidly convergent algorithm for solving the constrained
optimization problem of minimizing f(x) subject to h(x) = O where f and h
are nonsmooth convex functions of a single variable x. The method is an
extension of one for the unconstrained case due to Lemarechal and Mifflin
which efficiently combines polvhedral and quadratic approximation of f.

It can be thought of as a new type of penalty function method which
is different from previous types, because it does not use values of h at
feasible points, other than to determine feasibility (i.e. nonpositivity
of h), and it does not require f to be evaluated at infeasible points.
For each feasible x the algorithm requires f(x) and one subgradient
(i.e. a one-sided slope) of f at x and for each infeasible x it requires

h{(x) and one subgradient of h at x. The method generates two sequences

{x} and {ykk where, for each k, X, is feasible, either Yie is infeasible

or f(xk) £ f(yk), and x, and Vi are on opposite sides of any optimal point

k

*

X . Due to nonsmoothness it can happen that x %X, for infinitelv many

K+l *k

k so we cannot show that {Exk+l-x*§/:xk-—x*|} + 0, as is the case for
approximate Newton methods applied to unconstrained problems with f
satisfying strong convexity and smoothness assumptions. What we can show
under rather weak assumptions is that 'xk? converges to some constrained

minimizing point x* and that r, = ]xk-x*llyk-x*\ convi rges to zero

superlinearly, i.e. {rk+1/rk} -~ 0.
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CATHOGORALTYY CClGRCL. € Th CU JUGATE Goadlnl TS MUTHCL

In applyins the co..inpate rradients method to minimize
a quadratic function, one has to cilculate a new direction
of search '§ ' in cucih: lieraticn 'i' by,

£~ = - g- + 31-1 éi-l (1)
Ir. the above equat on the c-rryover term ' ,/2 ' is
given by the foliowing eyuatio: trvided the two consecutive
gradient vectcrs 'g! are orthogonal and the one dimensiona:
search for locating the steyp lcngth in each iteration is

perfect:

‘%'l TN (2)
T (gi-l;T gi-l.

1

Irn case of nonquad: atics if the starting point 1s a
poor apcroximaticn, the «rror deveioped in .8 rproves to be
detrimental to ccnverge:ce, To overcome this drawback,
Fletcher and :iceves (196«.) :u-gest:d to restart in the
direction of steepest deucert afte’ every (n+1) iterations
for a functicn of 'n' variatles. I[n the present work,
authors calculate a modi:iec 4 as fcllows:

i-1 _'} 1 \ % ll < &

/3 ii'

i-1 i-1 i-1 Z (3)
73 (2 -y )if‘y "(2

"

where /2 is calculated from eq. (2); ' & ' is u prescribed
vositive constant. The ortrogcnality ccrrection term ' !
is give: by,

1 . _ X
T =1 obT gt (4)
(g* )T gi

Whenever ¥ becomes w.lty, the restart is automati-
cally applied. Thus ea. (3, saves considerable computa-
tional effort compured t» moere elaoyorate corrections
Introduced b, several other woriers. The paper presents
numerical results of testing egs. (3) and (4) with several
test functions.

Alidna dhmr o 2

KefbrhiCh

Fletcher, . anda ..eeves, C. «(1964), The Computer J., 7, 149
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A QUADRATICALLY CONJERGENT RECUASIVE LIWEAR PKOGRAMMING ALGORITHM
FOR CONSTRAINED NONLINEAR PROGRAMMING PROBLEMS

In the last decade, a great deal of attention has been devoted to
recursive quadratic programming algorithms (RQP), for the general, continu-
ously differentiable, nonlinear programming problem

min{f(x) : g(x) <=0, h(x) = 0} (P)

with £ :R" - R, g : Rn - Rm, h:R" >R, These algorithms substitute
for (P) a sequence of quadratic programs which yield successively
better estimates (xk,Ak,wk) of a Kuhn- .ucker %r]plet for (P). In some

cases the cost functions in these quadratic programs (QP)k are not posi-

tive semi-definite and, then,convergence of the overall algorithm requires
the construction of the Kuhn-Tucker triplet of (QP)k which has minimal

norm. Available quadratic programminc codes are unable to compute such
points and there is some experimental evidence that this causes computa-
tional difficulties.

When only equality constraints arz2 present, recursive quadratic pro-
gramming is equivalent to -ecu-sive li-ear progrim=ing (2LP), which sub-
stitutes for (P) a sequence of linear arograms (L PWk. then both equality

and inequality constraints are present, RLP produces iterates which are no
longer identical to those generated by RQP. Furthermore, it was generally
believed that RLP cannot be used for s.ch problens because it had been
claimed by S. M. Robinson [1] that the resulting linear programs do not
satisfy the positive linear independence (LI) sufficient condition and
hence may have no solution.

In this paper, we show that although the (LI) condition may not be
satisfied, the particular Tinear programs generated by RLP do indeed have
solutions. We prove that RLP preserves the local quadratic convergence
exhibited by RQP. In addition, we provide a scheme for making the algo-
rithm globally convergent. Since RLP is unaffected by non-positive semi-
definite Hessians and since the complexity of the (QP)k and (LP)k is com-

parable, we see that there is a net advantage to using RLP over RQP, par-
ticularly given the fact that linear programming codes are in a much
greater state of perfection than quadratic programming codes.

REFERENCES

1. S. M. Robinson, "Newtor's rethod far systems of ronlinear equations,"
in Analysis and Computation of Equilibria and Rezions of Stability, H.R.
Grumm, ed., IIASA, Vol. CP-75-8, Laxenbura, Aust-ia, 1975, pp. 67-74,
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EXTENSIONS TO SUBROQUTINE VFO2A

The purpose of the subroutine VFO2A is to calculate the least
value of a function of several variables subject to nonlinear constraints,
in the case when first derivatives of the objective and constraint
functions are available. A veriable metric method is used that generates
search directions in the space of the variables by solving convex
quadratic programming problems, and that chooses step-lengths along
search directions by reducing a line search objective function which is
formed by adding the main objective function to a weighted sum of moduli
of constraint violations. Numerical experiments have shown that this
subroutine, which has been available in the Harwell Library since 1977,
often requires fewer function and gradient evaluations than other
optimization algorithms, but the euthor is aware of many limitatioms of
VFO2A. In particular, if the weights of the line search objective
function become too small, then the algorithm can cycle instead of
converging, and weights that sre too large can increase greatly the
number of iterations that are required. Therefore an extension of the
line search method, called the "watchdog technique", has been developed,
that helps to avoid the inefficiencies of large weights., We consider the
advantages and disadvantages cf the watchdog technique in practice when
some of the constraints are highly nonlinear. We find that the technique
can give large gains in efficiency, but that it is sometimes helpful to
have a pre-set upper bound on the change to the variables that is made
by each iteration, in order tc avcid large incursions into the infeasible
region, A Fortran listing of the new version of VFO2A is available.
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QUASI-NEWTON METHODS FOR A CLASS OF NONSMOOTH
CONSTRAINED OPTIMIZATION PROBLEMS
! We consider optimization problems of the type:
Minimize ¢(Gu) on U,
where G represents a differentiable mapping from a convex subset U of a
Banach space A into a Banach space B and ¢ is a nondifferentiable convex

functional on B. A procedure similar to the Newton method for the

numerical solution is the following: Since ¢ is not assumed to be dif-

k ferentiable, we only linearize G and determine u €U for given u, €U by

i+l i

] minimizing

w(Gui + Gui(u-ui)).

'
We replace Gu by a class of operators and show under a growth con-
i

WO

dition linear and superlinear convergence.

Since for global convergence a step length procedure at each

iteration is advisable, we extend the convergence theorems for algorithms
with step sizes. We define stationary points for these problems and

give a convexity type condition under which each stationary point solves

PP Y

the optimization problem. As an example we present the rational
Chebyshev approximation. For algorithms with step size adjustment we
prove global convergence t» stationary points. Furthermore we give con-

ditions on the step lengths under which the linear and superlinear con-

NPT o

vergence rate is retained.
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ON THE GEWELAL . Z3D CCHSUGATE GRADIFNT ALCOKRITIHM

INVARIANT 70 LONLINEAEK S2ALING

Ir. /1/ & gen=raized conjugete algorithm for sol-
vireg mirimizs—ion pro.lcre of “he forn

min £(x) = f{x%) . f:Rq"R

1

where x7 ig *:e cprim:l selatien is suggest:d.The algorithm
rzs tre preoperty Trhet mlirimizee functions functions ot the
rorm

D(x) = (Fix)) , au/iF # ©

where hi:R, R, is a dlffzrentiztle function and F:R,, SR

is & stri%tly*convex jwadratic function,on finite nfhbver~or
steps.Tre conplexity »f “his algoritkm is the sarie asg the
complexity of the conjug2te grsdient algcrithm sc¢ far,The
ccmmon feature cof sgorifire of this type ie that tley hsve
Leen suggested Zcr fv .ctious oi which tlle analytic form is
coriceidered to ve kneowsi a priori,The atove considered 2lgo-
vithm does ro* suppcss tue knowledge of k o F but only of
f(x) end itz gradient «(x).

N

Ir thls paper nonerical experiments with tre gener:li-
zed Zradient al:oriths are presentei.The eificiency o the
aglegcrithr is *esied 0.1 zaverel test functions which tavs
established the theorsti-al recults cdescrited in /1/ . Se-
me inplerentation cuestionsare Investigated and sinple tech-
nigues ensurirg the stability cf the alscrithm are sagges-
dnpared with tre F-R cg algorithm.The

o))
1

73]

J

ted,The results zars
algorithmr enaties to improve tre glokal efficiency of con-
jugate gradiesnt slgor.this,

¢

v

/1/ F.Sichoda : A geaeralized corjugate gredient algorithm
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CONICAL ALGORITHMS FOR SOLVING A WIDE CLASS OF
MATHEMATICAL TFROGRAMMING PROBLEMS

A wide class of matheratical programming problems including
linear and convex programring problems, linear and convex
complementarity problems, bilinear programming problems and 0-1
integer progra=nming problems, can be reduced to the general
problem of finding the minimum (in the global sense) of a
concave function f(x) over a closec convex subset D of R,
In the special case where D is a polytope this problem was
first studied by Tuy [1] in 1964 and, subsequently, by a number
of other authors. We now extend the method developed in (1,2]

to the general case where D may be unbounded or not polyhedral.

As in [2) the new algoritlm is a branch and bound procedure
based upon a conical subdivision of the space and a special
method for computing an estimate of 2 lower bound of f£f(x) over
the part of D contained in a given cone. But, in contrast to
the algorithms developed in (1,21 , the new algorithm uses a
bounding method which applies to the general case and, moreover,

does not involve solving sny auxiliary linear program.

As specialized to the case where f is linear and D is
polyhedral, this algorithm yields a new method for solving
linear programs, quite different from the simplex algorithm,
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AN IMPLEMENTATION OF THE ELLIPSOID ALGORITHM FOR LINEAK PROGRAMMING.

This paper discribes some modifications of the ellipsoid method for sol-
ving a system of linear inequalities. There are many ways of a transfor-
mation of a given linear programming problem into a system or systems of
linear inequalities. In particular we use the primal-dual formulaticn and
the target value of the objective function in the primal and/or the dual
formulation of a given LP problem. In practical LP problems bounds on va-
riables can be usually provided and often we know that a given LP problem
is consistent. These facts provide much better estimation of the radius of
an intitial ball then the cne given by Khachian. Constructing a new elli-
psoid tray to compromise two conflicting goals minimizing its volume and
minimizing its maximal diameter. A discription of a diffrent method for
constructing "best surrogate cut" is given. Finally, we consider different
stopping rules for the ellipsoid method and give an estimation of errors
for such solutions.

In our computational experiments we consider mostly examples for which
there is a hope that the ellipsoid method is better than the simplex me-
thod. Therefore we solve sore ill - conditioned LP problems, problems re-
quiring an ezponential number of simplex iterations to solve them, and de-
generate LP problems. The main conclusion of our experiments is that there
are LP prcblems, not only pathological ones, for which the ellipsoid method
is better than the simplex method with respect to computer time or/and

errors of optimal solutions.
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A NEW 1YPE OF OriLV/AL IIVESTME!'T RESOURCE ALLOCATION
PROBLENM SOLJTION IV COMPOUND SYSTEMS TO BE DEVELOPED

In awany real cases any suitable objective function cannot
be given for solving a certain investment resource allocation
problem, because of shortage of information or systems come
plexity. In vrdfer to solve these problemns there is a possibil-
ity to utilize Only the available /"minimal®"/ information for
modelling and decision making, without the effort to construct
any concrete objective function, This way of optimization is
called "Optimization witia "inimal Information"-"QOMI"—- and can
be based on exact modelliig of a few essential heuristic as-
sumptions, as principles, for characterization and modelling
a special clase of optimization problems, including their ob-
jective functioas. Such basic heuristic assumptions are e.g.:

"Existeace of a develonment measurment level of a compow:id
system to be developed by sone investment"

"Existence of a so called composite investment cost func-
tion describing some development costs of the compound system"

A modeliling of akove mentioned and some other neuristic
assumptions can be seen in (2] and 3] that are certain gene-
ralizations of the one dimensional reliability increase opti-
mization model having presented in (1).

In this paper the autiior intends to present some new and
unpublished results concerning this topic, that makes possib-
le to model and solve optimal investment resource allocation
problems in compound systems to be developed with a higner
hierarchy than earlier,
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NON-LINEAR GASOLINE BLENDING PROCESS: THIRD-LEVEL KUHN-TUCKER
CONTROLLER FOR DANTZIG-WOLFE DECOMPOSITION

The process for obtaining different grades of gasoline
is non-linear. The non-linearity is due to the presence of
a chemical product called tetraethyl lead which is added to
the naphtas to obtain gasoline with different octane levels.

An optimization model is formulated to minimize the cost
of producing gasolines subject to several economic and techni-
cal constraints. The model has two groups of variables: the
¥(I,J3,K) variables which represent the quantities of crudes
I used to produce naphtas J and eventually gasolines of type
K, and the TEL(I,J,K) variables which represent the gquantities
of tetraethyl lead added to the naphtas J produced from crudes
I for obtaining gasolines of type K.

The solution structure has three levels. The two lower
levels are used to optimize the quantities of crudes Y(I,J,K)
needed for the process through Dantzig-Wolfe decomposition
and solved by momentarily keeping the TEL(I,J,K) variables
constant. These latter variables are solutions to the non-
linear third-level Kuhn-Tucker controller when the quantities
Y(I,J,K) are kept momentarily constant. This third level is
solved by using the second Kuhn-Tucker condition which is a
system of non-linear algebraic equations of logarithmic type.
The first level of the Dantzig-Wolfe decomposition is subdi-
vided into Q blocks each of which corresponds to one particu-
lar final product.

Several runs with different sets of parameter values
were conducted. In each case, convergence to the optimal
global solution is obtained in a very few iterations.
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An ovtimization model for enerqgv savina in the
heating of buildings

The use of optimization technicues has been recentlv advocated in order to
improve the eneray nerformance of the desion of Mildinos,

A widelv used performance index is the heatinc load, defined as the cuanti-
ty of heat that must be given to a muildina in order to keep its inner tem-
perature to a nrefixed level.

To commute the heatinc load the authors have been usina the comuter code 1
NBELD (Mational Bureau of Standards Load Determination) vith some modifica-
tions aimed at linking it effectivelv with the ontimization software.

The ohjective function accounts both for the heatina cost and the cost of
insulation materials so that its minimization, with resnect to a meaninaful
set of technolooical and architectural variables, vields a secquence of de-
sions of decreasing "cost", converdine to that desiom vhich ensures, “or
the weather conditions o the site of the huildinc, the ootimal halance het
ween the cost of additional insulation and the related enerav saving.

The authors have been using a constrained ontimization routine based on Re- 1
cursive Muadratic Proqrarming and a nrooram for analvzina the sensitivity
of the ovtimal solution, with resmect to merturbations in the ontiral de-
sign and narameters of the nrohlem.

The cost of the evaluation of the objective function is rather hiah, due to
the many factors which have to be accounted for in a realistic model of the
building, and because the cormutation of the heatinag load has to he avera-
ged over a veriod of sewveral months.

Also in view of this fact, an imoortant feature of the ootimization model
is a mathematical procedure which aives the value of the aradient of the r
objective function.

This orocedure results in a substantial reduction in camouter time, freeina
the optimization aloorithm fram the need of comouting finite difference ap-
proximation to the oradient.
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A GENERAL MARKOV PROGRAMMING METHOD TO COMPUTE THE OPTIMAL
DISPATCHING STRATEGY IN A TRANSPORTATION PROBLEM

The transportation problem we consider, has been treated in literature
before ([2] and [3]). In the model vehicles take passengers from one
single service point and return after traversing some route for an other
trip. The N vehicles have an infinite capacity and the triptimes are
independent and have an identical exponential distribution. The arrival
process of passengers at the service point has a known and constant rate.
It is easy to see that the state of the system is given by (n,t) where n
is the number of vehicles waiting for dispatch and t is the time elapsed
since the last dispatch. The objective is to find numbers t}, n=1,...,N
such that for a given cost structure (linear waiting costs and fixed
dispatching costs) the average expected costs are minimized where tf is
the time to wait before dispatching a vehicle when there are N-n busses
on trip. In [2] only N=1 and N=2 were considerel where as in [3] most
attention was given to asymptotical results for N-+ =,

The model can be described as a Markov Decision Process with state
space {(n,t)‘n=0,',...,N, t 20} and continuous time parameter. To find
the optimal strategy we use a General Markov Decision method ([1]) which
appears to be quite efficient for N < 30 and which gives rise to some
nice structural properties of the optimal strategy.
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SWITCHING FUNCTION MINIMIZATION USING GRAPHS

In this paper we present a graph theoretic approach to minimization
of switching functions. We introduce the notion of switching function
graph (SFG) and study its properties. We show that a SFC yields the
structure of a class of switching functions and the complexity of the
switching function minimization problem depends upon the SFG of a switch-
ing function rather than the number of variables. Using a graph theoretic
interpretation to the Boolean minimization problem we present a powerful
approach to the problem. The major steps in our approach consist of find-
ing maximally connected components (MCC's) of an associated SFG G = (V,E)
and finding minimal covers for each of these components. An O(|V|-+|El)
algorithm is given for finding the MCC's of an SFG G. Since finding an
exact minimal cover for a connected SFG is known to be a NP-hard problem

we present an O(|V|2 log|V|) time algorithm for finding a suboptimal
cover for the SFG G. The algorithm yields exact cover for certain
classes of SFG's (for example, cycles). Several examples are presented

for illustrating our algorithms and to indicate the advantages of our
approach. Additional work needed in this area is indicated. A complete

paper appears in [1].
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A LINEAR TIME ALGORITHM TO MINIMIZE MAXIMUM LATENESS
FOR THE TWO-MACHINE, UNIT-TIME, JOB-SHOP, SCHEDULING
PROBLEM

Consider a job-shop problem with r jobs 1:1,...,r and two machines
denoted by A and 3. Each job i=1,...,r has m(i) tasks (i,j) (j=1 ,...,
m(i)) each with processing time 1. For all i=1,...,r and j=1,...,m(i)-1
task (i,j+1) cannot be started before task (i,j) finishes and if (i,j)
is processed on machine A resp. B task (i,j+l) is to be processed on
machine B resp. A.

r
Let n =} m(i) be the total number of tasks.

i=1
If we assume that time zero is the earliest time a task can be started
and that tmax is an upper bound for the largest start time of any job

then a schedule may be given by two arrays A(t) and B(t) with

t=0,...,tmax where A(t) = (i,j) if task j of job i is to be processed

on machine A at time t. If machine A is idle during the time period
from t to t+1 we set A(t) = . B(t) is defined similarly. The finish
time of job i in a schedule Y=(A(t),B(t)) is given by

y(i) = max {t+1[A(t) or B(t) is a task of job i}.

Given a a.e date d(i) associated with each job i lateness of job i
is defined by

L{i) = y(i)-d(i) for i=1,...,r.

A linear time algorithm is presented which solves the problem of finding
a schedule which minimizes maximum lateness.




J. T. Chu and Pandelis Ipsilandis
Div. of Management, Polytechnic Inst. of New York, Brooklyn, N.Y. 11201
A.T. & T. Long Lines Analytical Support Center, Basking Ridge,N.J. 07920
AN IN/OUT GREEDY METHOD FOR THE OPTIMUM
LOCATION SELLECTION PROBLEM

The optimum location selection problem may be defined as:

m 0 n n
Minimize I Z x p + I cy subject to I x =1,
i=1 j=1 ij 13 j=1 3 } I=1 1j

i=l,2,...,m. xij:yj, xij, yj= O, 1, i=1, ceoe Iy jnl,..n.

That is: m given items are to be assigned to n given locations, such
that an item can be assigned to one and only one location, but more than
one item may be assigned to the same location. The cost of assigning the

ith item to the jth location is Pyj, and setup cost at the jth location
is ¢y

The in/out greedy method may be stated in the form of an algorithm
as follows: Step 1: Initiate the algorithm by assigning all the items
to the single best location, or assigning each item to the location where
the cost py; 1s the lowest. Step 2: (a)For each of the unselected loca-
tions, calc&late the change in the value of the objective function when
it is added to the set of locations already selected. (b)For each of
the locations already selected, calculate the change in the value of the
objective function when it is deleted. (c)Determine whether adding & lo-
catior or Ze¢ler’ng one is the best course of action. Step 3: Update
averytulng rfor tue next iteration. Step 4: Stop when the value of the
cbjective funcri<rn cannot be further reduced.

Tc test che performance of the in/out method, 100 problems are rand-
omly generated, each by a different random number generator. The Pys's
were drawn from a uniform distribution in the (0,150) interval and tie
C:'s,from a series of uniform distributions with a lower bound fixed at
26 and an upper bound ranging from 30 to 100. Both the in/out method
and the greedy method are applied, and the optimum solutions were found
by direct search. To 50 of those problems, the in/out method is also
applied where the initial solutions are based on all locations. The re-
sults of the experiments are as follows:

A. Performance 1In 74 out of the 100 problems, the solutions obtained
by the in/out method are optimum, For the remaining 26 problems, the
costs of the in/out solutions are from .01% to 9.36% higher than the
corresponding optimum costs, but the average is only 2.523%.

B, In/out vs. the Greedy Method 1In 81 problems, the in/out solutions
are the same as the greedy solutions; and 57 of these solutions are op-
timum. Thus 742 of in/out solutions are optimum while 57% of greedy so-
lutions are likewise.( For the other 19,in/out are better;17,optimum)
C. One Location vs. All Locations As Initial Solutions Percentage of
optimum solutions: 76%, 847. Maximum deviation from optimum cost:
5.16%7, 2.39%. Average deviation from optimum cost for non-optimum solu-
tions: 2,397, 1.16%. Average number of iterations 5.4, 3.8,
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ON THE USE OF CODING THEORY IN BINARY PROGRAMMIN®G

Consider MAXIMIZE f(xy, X2,+:., xy) under the restrictions x4= 1 or
-1 for all i € {1,2,..., k} and f(x;, X35...5 X ) is a polynomial function
involves real numbers a;, aj,..., a, as its coefficents. We shall call f
a pseudo-bipolar function. It is noted that a pseudo-Boolean function g(
Y1» Ygreees ¥y) with binary (0,1) variables yy€ {0,1} is easily transformed

.into a pseudo-bipolar function by letting yg; = (l-x4)/2 for all i. With-

out loss of generality ¢ can be written as

k n-k
(Xyy Xoyooos )= gax,+ L a., 7w x (1)
X x M gor T 21 T pery e

where Ij is a subset of I = {1,2,..., k} for each j € {1,2,..., n-k}.

Obviously if 1., is empty for all j e{1,2,..., k} then (1) reduces to
a linear function aid a desired solution can be obtained by letting x5 =1
when a; >0 and x4 = -1 when a; <0. It is the nonemptiness of I; that hin-
ders a quick solution on X)s Xpsenes X by the signs of coefficients a;,
850y 3y respectively.

Define Kby = 231. xp for je {1,2,..., n-k} then (1) is transformed
J
o
into f(xl, Xgseens xk) = 1§1aixi with Xp41s Xg42 »--» X, dependent on

X]s Xpperey Xpo Based on coding theory (1] it is possibly shown that f

can also be regarded as a function of other sets of selected k variables,

with the rest variables dependent on selected k variables. If we can

maximize f under a new set of k variables, the desired solutiom of xy, x,,
-» X can herebly easily be deduced.

According to the absolute values of a,'s, a method based on coding
theory to find a set of k variables is givén. The desired solution on
these k variables will generally be easier to determine. Morever, it can
be shown that when certain constraints on coefficients and I,, 1 < j < n-k,
are gsatisfied, coding theory will provide the desired solutidn in a single
test [2].
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AN APPROXIMATE SOLUTION FOR THE PROBLEM OF OPTIMIZING
THE PLOTTER PEN MOVEMENT

An efficient way of drawing a figure by a mechanical plotter is pro-
posed, where the figure is a (generally unconnected) graph with straight-
line edges, the coordinates (abscissae and ordinates) of whose vertices
are given. The objective is to minimize the plotting time T, which
depends on the number N; of raising and lowering the pen, the number N,
of unit pen movements (a unit pen movement being either a movement for
drawing an edge with the pen on the paper or a movement from a vertex to
another with the pen off) and the total length L of pen movement.

If the graph is connected, N, can be minimized by matching (with new
edges) the odd-degree vertices inkpairs, and Nj by traversing the Eulerian
path (with the pen off the paper when moving along new edges). For those
purposes there is an algorithm linear in space and in time.

To minimize L we need the minimum-weight perfect matching on the com-
plete graph (whose vertices are the odd~degree vertices of the original
graph and the weights of whose edges are the distances between their end
vertices). The known exact algorithm running in time 0(n3) (n: the num-
ber of relevant points) is too complex for large problems and even the
known approximation algorithms are of complexity at least O(n logn). We
propose a family of linear-time approximation algorithms for this matching
problem. The algorithms divide a square or rectangular region, within
which the relevant points lie, into small square cells (or buckets) of
equal size, scan those cells one after another according to a prescribed
order, and match the points in pairs as soon as two unmatched points are
found during the course of scanning. (There are several variants in
scanning and matching.) The worst-case performance of the proposed algo-
rithms is analyzed by means of linear programming approach. The average-
case performance is also analyzed theoretically; the theoretical results
show fairly good agreement with the experimental results for a large num-
ber of randomly generated patterns with up to 2048 points.

For an unconnected graph, a similar approximation algorithm is pro-
posed.
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NETWORK FLOW CONTROL BY 0-1 SEQUENCES

A state space model for time varying flows in networks is presented
of type:

= F( X,V = 2...
X 1 ( n’ n’Qn ) n=10,1,

where the state vector X'1 is composed of queue, flow, and capacity vari-
ables. No external constraints are needed to keep the queue variables
bounded. Vn represents the control action and Qn the arrival inputs

at the network entrances.

Particularly relevant to urban vehicular traffic networks, the con-
trol action at nodes is in the form of (-1 sequences with bounds on
the number of consecutive zero or ones in a sequence. It is assumed
that the performance index is of the additive type, i.e.

N
PL= I H(X ) H(.) > 0

Some aspect. of the search for optimal sequences at a node are inspired
from variational techniques in Optimal Control Theory. Furthermore

the search is made efficient by the elimination of redundant steps in
the associated network flow simulations.

A strategy for on-line control of large networks is presented in-
volving receding horizons of optimization and decentralized contrecl
achieved via parallel optimization of overlapping subnetworks. Numeri-
cal experiments have exhibited a satisfactory performance for this type
of control.
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GENERALIZED AUGNMNENTINS FATHS FOR THE SOLUTION
CF COMBINATCRIAL C:¥TINIZATION PROBLENMS

Ne consider the gereralization of the concept of an
ausmenting path and its application to the exact solution
of a class of combinatorial optimization problems which
are NP-complete. In particular, we consider the solution
of problems whicn can be solved as the intersection of
three matroids. A matroid is a 2-tuple, (E,I). E is a
finite set and I is a family of independent subsets of E,
where we require that all subsets of an independent set be

independent and that for any two independent subsets, Ip

and Ip+1' containing p and p+l elements, respectively, we

be able to find an element in Ip+1 but not in Ip which can
be added to Ip without destroying independence. Given k
matroids defined on the same set %, we difine their inter-
section to be the family of sets which are independent in
all k matroids. Alterna=zing chain procedures consider the
inclusion of "best" elements and the removal of a prevoiusly
chosen element only i that removal immediately permits the
inclusion of a sufficiently attractive element which would
otherwise be excluded. tor problems involving the intersec-
tion of two matroids, such zlternating chains, which are the
simplest augmenting paths, produce optimal solutions and
algorithms which have runtimes polynomial in the number of
inputs. We consider the zeneraliz